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PART I

THE AGES OF INFORMATION
We live in the age of excess information. Thanks to the technological miracles of the twentieth century, we citizens of Earth enjoy instant access to more information than anyone can possibly manage!
There's information about weather, sports, politics, business, celebrities, science, entertainment, art, religion, banking, social security, the phone system, the stock market, advertising, history, superheroes, taxes, education, cable TV, technology, oil...

Eeekah! It's a tidal wave!
Clearly, the age demands a piece of technology solely devoted to storing, classifying, sorting, comparing, combining, and displaying information at high speed!

That piece of equipment is the computer.

That, and a shovel...
This explains why computers are popping up wherever information counts, from the biggest businesses to the littlest wristwatch!

It's enough to make you paranoid!

And it also accounts for the fact that before you can understand computers, it helps to know something about information first—such as, for example, what it is...

What is it? It's... It's... Ah... Um... Er... What a stupid question!
What is information?

In the everyday sense of the word, "information" means facts: the sort of stuff that fills non-fiction books, and can only be expressed in words.

In the world of computers, however, the term has a much broader meaning.

The modern definition comes from Claude Shannon, a Bell Labs engineer, amateur unicyclist, and founder of the science of information theory.

Shannon also built an electric "mouse" that could be programmed to run mazes!
According to Shannon, information is present whenever a signal is transmitted from one place to another:

The signal may be in the form of words, the most familiar kind of information...

...but a picture also sends a signal, in the form of light waves, to our eyes. It looks as if pictures convey information!

Furthermore, our eye sends a pattern of electric impulses up the optic nerve to the brain. That signal carries information, too!
MUSIC IS A SIGNAL OF Sorts, CONVEYING INFORMATION IMPOSSIBLE TO PUT INTO WORDS...

FOR THAT MATTER, A PUNCH IN THE MOUTH IS NOT WITHOUT ITS INFORMATION VALUE!

SO... YOU SEE...
INFORMATION COMES IN MANY FORMS: VERBAL, VISUAL, MUSICAL, ETC, ETC, ETC...
ALL OF WHICH CAN BE HANDLED BY COMPUTERS.
ONLY, A COMPUTER CAN DELIVER A HYDROGEN BOMB, NOT JUST A PUNCH IN THE MOUTH!!

DO YOU THINK THEY'RE TRYING TO TELL US SOMETHING??
ALL THOSE SIGNALS, INCLUDING A PUNCH IN THE MOUTH, CAN BE RECORDED IN SOME WAY... SUGGESTING THAT INFORMATION CAN BE STORED AS WELL AS TRANSMITTED AND RECEIVED...

ON AUDIO AND VIDEO DISKS...
IN BOOKS...
IN PAINTINGS OR DRAWINGS...
ON TAPE...
IN THE HUMAN MEMORY...

THE POINT OF THIS IS TO TRANSMIT THE SAME MESSAGE MANY TIMES...

IN DIAGRAMS, ETC!

AH!
And of course, items of information can be combined in various ways.

As in one plus one!

Keep keeo!

And you can verb any word in the language!

We refer to the storage, transmission, combination and comparison of messages as information processing.

(Although the computer industry is guilty of turning many nouns into verbs — access, input, interface — "process" was already a verb, thanks to the food business...)
TO APPRECIATE THE POWER OF INFORMATION, CONSIDER ANOTHER EVERYDAY EXAMPLE:

**LIFE ITSELF.**

**HERE'S LIFE IN A SINGLE PANEL:**

- **The gene**, or DNA, is a long sequence of molecular units called nucleotide pairs.
- **Its sequence** is copied onto a "Messequor" molecule of RNA.
- **The message** is received by a chemical factory which uses the RNA as a blueprint to assemble a protein molecule.

**IN OTHER WORDS, THE PROTEIN IS BUILT ACCORDING TO INFORMATION STORED IN THE GENE.**

FOR DETAILS, SEE THE CARTOON GUIDE TO GENETICS!
The trick is this: certain proteins help DNA to reproduce.

What happens then? If DNA encodes proteins that help DNA to reproduce, then more of those proteins will be built, more DNA will be copied...etc! Moreover, if the DNA encodes other proteins which protect it in various ways, and others to attack and destroy rival DNA and proteins...

Then that DNA-protein system will reproduce itself again and again — and that's what you call a life form.

Computers should last so long!
The Evolution of the Computer

It may be going too far to say that computers have been evolving from the beginning...

But from early times, life forms have been increasing their information processing abilities. Even an amoeba receives chemical signals telling it where the food is!

Otherwise, I'd have to eat everything.
ALL THE SENSES ARE WAYS OF RECEIVING SIGNALS.

THE EYES PERCEIVE A RANGE OF ELECTROMAGNETIC RAYS; THE EARS RESPOND TO PRESSURE IN THE AIR; THE NOSE REACTS TO VARIOUS MOLECULES; SO DO THE TASTE BUDS; AND THE SENSE OF TOUCH IS A WAY OF RECEIVING A PUNCH IN THE MOUTH!

SENSORY IMPRESSIONS ARE TRANSMITTED ELECTRICALLY ALONG THE NERVES AND COORDINATED BY THE BRAIN—NATURE'S FIRST ATTEMPT TO BUILD A COMPUTER!

BUT THEN WE CALL IT PURR-CENING!

HM! ROTTEN RESPONSE TIME!

THESE "WORDS" ARE SLOW!
Besides transmitting information within their own bodies, animals also send messages to each other:

*Gronk*

Note again: these do not necessarily convey information that can be expressed in words!

**Also:**

These messages are not always in the form of sounds. Dogs communicate by wagging their tails, and bees can describe the precise location of a flower by "dancing."
When humans began communicating, they probably weren't much different from any other animal.

"Gronk"

But as the brain increased in size and "computing power," language became more expressive.

The reason?

People could remember and use more words. The more words they used, the greater the number of possible messages — which is another way of saying they could send more information.

"Gronk"
Along with words came the rules for combining words: the laws of grammar and logic.

If you come out and apologize, THEN we will not play you alive, UNLESS we change our minds...

In time, however, it appeared there was a special type of word with its own special rules... namely—

Wait one minute... let guess...

Numbers

You can count on them!

Numbers are precise... reliable. You can add, subtract, and multiply numbers... "One plus one" makes sense, but as they say, you can't add grapes and reindeer.

Except in my grape and reindeer stew...
NUMBERS ARE ALSO UNIQUE IN THAT YOU "DO THEM" ON YOUR FINGERS, WHILE OTHER PARTS OF LANGUAGE HAPPEN MAINLY IN YOUR HEAD... YES, COUNTING HAS BEEN DIGITAL* FROM THE BEGINNING!

HOW MANY DAYS IN A MONTH?

SIMPLE!
ONE, TWO, THREE, FOUR, FIVE, SIX, SEVEN, EIGHT, NINE...

AHEM!
WHILE I'M SURE THIS QUESTION HAS AN ANSWER, THE CURRENT GENERATION OF HARDWARE SEEMS INADEQUATE TO THE TASK...

THESE GELUGES CERTAINLY CAN STRAIN THE OLD SOCIAL FABRIC...

NINETEEN...

* "DIGIT" MEANS FINGER!
NOW, HAVING COUNTED, WAS THERE SOME WAY TO SAVE THE RESULT?

YES!! AFTER COMPUTATION, AMPUTATION!

EXCUSE ME... I HAVE TO GO PUT MY HANDS TO BETTER USE...

WASH THE WOLF...

SHARPEN RACKS...

LIKE OTHER ANIMALS, A HUMAN AT FIRST COULD ONLY RETAIN INFORMATION IN THE BRAIN, WHICH HAD A LIMITED CAPACITY. (STILL DOES!!) SO THE HUMAN INVENTED DEVICES TO STORE INFORMATION EXTERNALLY.

THE EARLIEST KNOWN EXAMPLES OF EXTERNAL STORAGE ARE ABOUT 20,000 YEARS OLD, LIKE THIS TALLY BONE, APPARENTLY USED TO COUNT THE DAYS OF THE MONTH.

NOW I CAN KEEP TRACK OF MY INTERNAL STORAGE!
Around the same time, cave dwellers were beginning to store another kind of information as well: they painted realistic animals on the walls of their caves—no one knows why!

Several thousand years later, the Sumerians devised a system to representing their entire language in pictures:

CALL IT "VISI-TALK!"

And so writing was born!
Until someone can improve on language itself, writing will be the ultimate human system of information storage. It's nearly universal! People all around the world invented symbol systems to encode spoken language. Of course, techniques varied from place to place...

The Sumerians wrote on clay tablets, while the Egyptians used soft papyrus.

They didn't ask the God of tortoises.

The Incas used a system of knotted cords.

Great! Now that we've stored all that information, how do we find it again?

We'll return to that point later!
All the early civilizations had ways of representing numbers that were far advanced over the Stone Age tally bone, on which the number is simply made by piling up 1's. Not too useful...

I call this number "sahrg."

Sometime between tally bone and civilization, people became accustomed to counting by fives and tens—for an obvious reason: it was handy.
Let's call ten a "handful" and do some counting. First come some numbers like "two handfuls and three." After a while, you reach a handful of handfuls (ten tens, or a hundred).

Then comes a handful of handfuls and one... " " " " " " " " A handful...

Eventually, you're looking at numbers like this:

Or: "three handfuls of handfuls, four handfuls, and seven."
AND THEN — A HANDFUL OF HANDFULS OF HANDFULS.

That's $10 \times 10 \times 10 = 1000$.

Next comes

Ten Thousand...
A Hundred Thousand...
A Thousand Thousand...
Ten Thousand Thousand...
Each of which is a Handful of the one before!

This is getting out of hand!
The ancients found two basic ways to translate this into writing:

One, the Egyptian system, used a different symbol for each new handful.

\[
\begin{align*}
1 &= \text{one} \\
\hline
\text{U} &= \text{ten} \\
\text{J} &= \text{hundred} \\
\text{T} &= \text{thousand} \\
\text{W} &= \text{ten thousand} \\
\text{C} &= \text{hundred thousand}
\end{align*}
\]

Then you just pile them up:

\begin{itemize}
\item Two hundred thousands
\item Three ten thousands
\item Six thousands
\item One ten
\item Nine units
\end{itemize}

Or 236,019

Aside from having a certain graphic charm, these numerals are very easy to read, once you're used to them (just as "3 billion" reads quicker than "3000000000").

What's \( \text{III} \) \( \text{MM} \) \( \text{XXX} \) \( \text{IV} \) \( \text{III} \)?

But for computation they stink...

Imperial Brit units
On the other hand, the Chinese used the position of numerals to indicate their value. First they counted from one to nine:

```
| | | | | | | | | | |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
```

From which (for example):

- Two hundred thousands
- Three ten thousands
- Six thousands
- No hundreds
- Ten
- Nine units

Or 236,019.

Except for the unfamiliar numerals, this system is nearly the same as our own.

The only difference is that it lacked a symbol for zero. The Chinese just left a blank instead.

In practice, this was much less of a problem than it might have been, because the Chinese did not calculate on paper!!
The Chinese system was based on calculation with sticks. One pile of sticks kept track of the ones; another the tens, etc. Among other things, this kept the number of sticks within reason.

The written numerals were just drawings of these "stick figures."

Originally, the sticks were quite long, but as the method improved, the sticks were shortened for use on a special grid. An empty square meant zero.

$$\begin{array}{c}
62,014 \\
+ 74,168 \\
\hline
136,182
\end{array}$$
Besides addition, subtraction, multiplication and division, this Swan-pan, or "arithmetic table," was also applied to algebra and the solution of equations. Entries in the squares became the coefficients of algebraic expressions.

This technique had the picturesque name of "the method of the celestial element."

After borrowing the design, the Japanese used it to calculate \( \pi \) (\( \pi \)) to 50 decimal places. One Japanese mathematician was said to have converted a whole room into a "mainframe" Swan-pan.
Meanwhile, back at the Mediterranean, they had made two great inventions: the **Alphabet & Abacus**.

The alphabet ranks as one of the great ideas in the history of information.

**Before**

The alphabet, a separate symbol was needed for every word (or every syllable, in some cases). To learn writing, one had to memorize thousands of symbols.

**After**

Decomposing language into more basic sounds, the number of symbols was reduced to fewer than 30. Now any idiot could learn to read!

We Chinese are still saddled with pictograms!

Whereas previously, only idiots with leisure could learn...
There's a less obvious advantage of the alphabet, but no less important:

**alphabetical order.**

Back on page 22 we mentioned the problem of how to find information once it's been stored.

With thousands of pictograms, any filing system has to be complicated, but given the order of an alphabet, you can put words in order, too. Imagine using a phone book, dictionary, or library without alphabetical order!

A victim of his filing system.

Computers spend a good part of their time just putting things in order!
The abacus, originally a product of the Middle East, is a full-blown hand-held decimal calculator.

Like the alphabet, the abacus was simple, systematic and speedy. In its simplest form, an abacus was just a few columns of pebbles. A pebble in a given column is worth ten pebbles in the column to its immediate right. Numbers are entered by pushing up pebbles.
The abacus has seen many incarnations and been used in most parts of the old world.

We know from pictures that the ancient Greeks had the abacus, but their mathematicians never discussed it. (Greek intellectuals looked down on the work of the hands...)

This may have been why Greek mathematicians concentrated on geometry...
The Romans

Also used the abacus. Theirs consisted of marbles sliding on a grooved bronze plate:

It contributed a couple of mathematical words to English:

In Latin, **CALX** meant limestone or marble... so **CALCULUS** was an abacus pebble... and doing arithmetic was **CALCULATION**.

The Romans did not calculate with Roman numerals!!

In Latin, **CALX** meant limestone or marble... so **CALCULUS** was an abacus pebble... and doing arithmetic was **CALCULATION**.

The Romans did not calculate with Roman numerals!!

In Latin, **CALX** meant limestone or marble... so **CALCULUS** was an abacus pebble... and doing arithmetic was **CALCULATION**.

The Romans did not calculate with Roman numerals!!

**CALCULUS**

was an abacus pebble...

and doing arithmetic was **CALCULATION**.

The Romans did not calculate with Roman numerals!!

In Latin, **CALX** meant limestone or marble... so **CALCULUS** was an abacus pebble... and doing arithmetic was **CALCULATION**.

The Romans did not calculate with Roman numerals!!

In Latin, **CALX** meant limestone or marble... so **CALCULUS** was an abacus pebble... and doing arithmetic was **CALCULATION**.

The Romans did not calculate with Roman numerals!!
THE ROMAN EMPIRE DECLINED...

...AND FELL...
ROME WAS SACKED...
CHRISTIANITY ROSE FROM ITS ASHES...
CLASSICAL LEARNING VANISHED IN THE WEST...
AND ONLY A FEW MATH PROBLEMS REMAINED LEGITIMATE, LIKE COMPUTING THE DATE OF EASTER...
OR HOW MANY ANGELS FIT ON THE HEAD OF A PIN...

PHAU! COMPTER GAMES!
+++ In Sum? ++++

Ancient times were really the Age of Calculators.

Although the ancients had ways of writing numbers, they rarely calculated in writing.

This is not so easy to appreciate for those of us who were raised on pencil and paper.

So the next time you hear someone complain that electronic calculators are ruining arithmetic...

How can we remember our multiplication tables?

...simply reply that people survived with calculators for more than 4000 years!!
Much ado about **Nothing**

As far as calculation goes, the age of paper began in India, about 650 A.D.

The Indians had found a way to make cheap paper from palm leaves, and their mathematicians invented a way of using it...

To do so, they devised a symbol for **zero**!
MECHANICAL EQUIVALENTS OF ZERO WERE ALREADY IN USE, SUCH AS ABACUS BEADS SITTING IN THE DOWN POSITION. YOU REALLY CAN'T COMPUTE WITHOUT SOME SORT OF ZERO!

WHY HASN'T ANYONE THOUGHT OF PUTTING IT IN WRITING BEFORE? MAYBE BECAUSE WRITING WAS FOR REPRESENTING SPOKEN LANGUAGE, AND NOBODY SAYS —

ONE HUNDRED, NO SEAS AND SIX!

IS THAT PEDANTIC OR VEDANTIC?

BUT FOR SOME REASON, THE HINDUS INVENTED A WRITTEN ZERO!

1234567890
WE MAY NEVER KNOW EXACTLY WHAT INSPIRED THEM.

I JUST LOOKED IN MY BEGGING BOWL AND THERE IT WAS...

WHATEVER IT WAS, IT ALLOWED THEM TO DO DECIMAL ARITHMETIC ON PAPER.

THE FIRST AND ONLY DISPOSABLE CALCULATOR!

AND SO BEGAN THE AGE OF PENCIL AND PAPER; A MERE 1300 YEARS AGO—PRETTY BRIEF COMPARED WITH THE AGE OF CALCULATORS!!

AH WELL... EASY COME, EASY GO...
The Indian math was picked up by the Arabs, who spread it all the way west to Spain.

Around the year 830, a Persian scholar wrote the standard textbook on the subject. His name was as Al-Khwarizmi. And the subject of his book? Al-Gebr, we'll call it Mukaula! Or Algebra, for short.
By the 1000's, Muslim civilization had grown so magnificent that the Europeans were beginning to wonder...

Why should God Christians remain in the Dark Ages?

A few intrepid infidels went to live among the Arabs, learned their language, snuck into their universities, and translated their classics into Latin.

In Al-Khwarizmi's book they found the Indian numerals.

Al-Khwarizmi
Al-Karismi
Algarismi
Algorigmi

Pronounced often enough, the mathematician's name was turned into 

ALGORISM

Which is what the Europeans called the new system of calculation.

From the same root comes

ALGORITHM

A computer word we'll explore in a bit...
This "algorithm" caught on only slowly at first. The merchants disliked it because it was too easy to falsify, they said...

You can turn this "0" into 6 or 9... 3 looks too much like 8, etc...

That's why I like it!

...and everyone agreed it was a pain to memorize multiplication tables...

But it did catch on—
not necessarily because it was faster than the abacus—it wasn't—but because, as the Arabs knew, it encourages abstract symbol-manipulation: first algebra, and later the calculus and all other higher mathematics.

\[ ax + b = 0 \]
\[ ax = -b \]
\[ x = -\frac{b}{a} \]
You can't compute on paper without having paper, so the Europeans also learned papermaking from the Arabs, who had learned it from the Chinese, who had invented it.

In exchange, the Chinese took the abacus and rapidly made it their No. 1 calculator. From China the abacus spread to Japan, where — need I say it? — its design was improved!

But back to algorithm...
While European scholars were translating the classics in Arab libraries, the Crusaders were doing their best to destroy Islamic civilization.

This double-pronged action of translation and destruction led to the growth of European learning and power known as: The Renaissance.
Military advances often go hand in hand with mathematical ones.

In the 1500's, Niccolo Tartaglia (1499-1559) computed the paths of cannonballs (an important problem in the later history of computers, as we'll see).

Just over a century later, Isaac Newton unified the motions of cannonballs and planets with the theory of gravitation, one of the age of pencil and paper's crowning glories.

However, the theory introduced some real computational horrors...
The worst was the Three Body Problem, which asks for a mathematical description of the motions of three bodies — Sun, Earth, and Moon, for example — acting under the influence of gravity. This turns out to be incredibly difficult and tedious!

We're reaching the limits of paper!

So a number of scientists began thinking again about calculation by machine...
John Napier (1550-1617), a half-mad Scot most famous for logarithms, devised "Napier's Bones."

These were simply multiplication tables on a stick.

The first real machine was built by William Schickard (1592-1635).

It could add, subtract, multiply, and divide... but was lost in the 30 Years War.

Schickard himself died of plague and couldn't defend his priority, so...

Blaise Pascal (1623-1662) usually gets credit for building the first calculator.

His "Pascaline" could only add and subtract.

Gotfried Wilhelm Leibniz (1646-1716) improved Pascal's design. He dreamed of a day when all reasoning could be done by turning a crank!
During the 1700s, more such machines were built, but all fell far short of being anything like a general-purpose computer.

For example: in every case, the user entered numbers by setting a row of wheels or knobs...

...and then turned the appropriate crank to add or multiply.

Another way of saying the same thing:

The input consisted only of the numbers to be combined.

As will be plain soon enough, an all-purpose computer must also be able to do more: it must read instructions about what to do with those numbers!

Well, I was only trying to make an adding machine...
The germ of this idea came not from the lab or a scientist's study, but the sooty factories of the Industrial Revolution.

You may never have thought of a weaver's loom as an information processor, and yet: it translates an abstract design into a pattern of colors, created by looping over each colored thread at the appropriate place.

In the mid-1800s, a system was invented for representing these patterns on cards.
WITH AN OLD-FASHIONED HANDLOOM, THE WEAVER READ THE CARDS, BUT IN 1801, JOSEPH MARIE JACQUARD INVENTED A POWER LOOM WITH AN AUTOMATIC CARD READER.

IN WENT THE CARDS, OUT CAME THE CLOTH...

AND OUT GO THE JOBS!

THE JACQUARD LOOM WORKED SO WELL THAT THOUSANDS OF UNEMPLOYED WEAVERS RIOTED AND NEARLY KILLED THE INVENTOR.
Across the English Channel, Jacquard's idea set off a chain reaction in the brain of Charles Babbage (1792-1871), who has become known as the "father of the computer."

I see no family resemblance!

For several years Babbage, a Cambridge math professor, had been working on a large mechanical calculator he called "the difference engine."

My original brainstorm...

It would have computed mathematical tables, if the inventor had ever been able to finish it.
In 1832, Babbage applied to the Royal Society for funds to build the difference engine, and they gave him a sizable grant.

He hired a master machinist and went to work... but Babbage couldn't resist thinking up new improvements in the midst of production!

Meanwhile, his hyperactive mind kept turning to new projects: life insurance tables, lighthouse signals, glass cutting, and even volcanoes. (He rigged into a live one!)

Insane! Doable! VISIONARY! Genius! NEW-FANGLED + DANGEROUS!

He'll never bring it in on deadline.

Jolly good show, old chap!!! Now try it again, according to the new specs!

The eruptions are coming right on time! Unlikely the difference engine...
That's how matters stood when Jacquards punched cards set off Babbage's New Brainstorm, a machine he called:

**The Analytical Engine**

Because it so closely resembled a computer, let's take a closer look at the Analytical Engine, as Babbage imagined it. Its components included—

**The Mill**

At the engine's heart would be a great number-cruncher, an adding machine accurate to 50 decimal places. Babbage called this the Mill.

**How did it know what to do?**

The instructions to the Mill would be read in on punchcards.

That is, the punchcards conveyed not only the numbers to be crunched but also the pattern of crunching!!
So the machine would need a special card-reading input device.

To retain numbers for future reference, Babbage envisioned a memory unit, or store. This was to be a bank of 1,000 "registers," each a device capable of storing one 50-digit number. These numbers could either be input from the cards or the result of computations in the mill.

Finally, the output:

Babbage designed the world's first automated typewriter to print the results of computations.
A punchcard could do one of the following things:

- Input a number to the store
- Input a number to the mill
- Move a number from the mill to the store
- Move a number from the store to the mill
- Instruct the mill to perform an operation
- Output a number from either store or mill

Which may be summarized in this diagram:

In particular, a result from the mill could be stored for future reference, then returned to the mill when needed. As Babbage put it, the analytical engine could "eat its own tail." Very flexible!
So far, these ideas were still on the drawing board. Now Babbage began looking for sympathetic souls who could help put his plans into operation.

Do you always carry that around?

The most sympathetic was Ada Augusta.

Lady Lovelace, daughter of the poet Lord Byron and an enthusiastic amateur mathematician. If Charles Babbage is the computer's father, Ada Lovelace is its mother.
ADA BECAME THE FIRST PROGRAMMER: SHE WROTE OUT ACTUAL SEQUENCES OF INSTRUCTIONS FOR THE ANALYTICAL ENGINE...

SHE INVENTED THE **SUBROUTINE**: A SEQUENCE OF INSTRUCTIONS WHICH CAN BE USED AGAIN AND AGAIN IN MANY CONTEXTS.

SHE RECOGNIZED THE VALUE OF **LOOPING**: THERE SHOULD BE AN INSTRUCTION THAT BACKS UP THE CARD READER TO A SPECIFIED CARD, SO THAT THE SEQUENCE IT INITIATES CAN BE EXECUTED REPEATEDLY.

AND SHE DREAMED UP THE **CONDITIONAL JUMP**: THE CARD READER COULD "JUMP" TO ANOTHER CARD IF SOME CONDITION IS SATISFIED.

**IT CAN MAKE DECISIONS!**
NOT BAD FOR A MACHINE THAT NEVER EXISTED...
THE GOVERNMENT REFUSED TO SUPPORT IT, IN VIEW OF Babbage’s TRACK RECORD WITH THE DIFFERENCE ENGINE, THEY CALLED IT:

DESPERATE FOR FUNDS, Babbage COOKED UP A "SCIENTIFIC" RACETRACK BETTING SCHEME — AND SQUANDERED Ada’s FORTUNE.

THE STORY ENDED unhappily: Ada DIED YOUNG... AND Babbage NEVER FINISHED THE ANALYTICAL ENGINE, WHICH BECAME THE FIRST EXAMPLE OF —

Babbage’s LAW:

"Computers are never built on time!"
THE ILL-STARED INVENTORS WERE AHEAD OF THEIR TIME. NOTHING EQUIVALENT TO THE ANALYTICAL ENGINE EXISTED UNTIL THE 1940s.

ALMOST AS LATE AS OUR HORSE.

IN THE MEANTIME, MATTERS PROGRESSSED IN TWO DIRECTIONS:

ON THE ONE HAND WERE MECHANICAL CALCULATORS:
SEVERAL ENGINEERS BUILT BABBAGE-INSPIRED DIFFERENCE ENGINES.
FOR SOME REASON, THESE NEVER CAUGHT ON...

YOU DON'T WANT TO COMPUTE $x^2 + x + 41$ IN YOUR VERY OWN LIVING ROOM?

...ALTHOUGH DESKTOP ADDING MACHINES AND CASH REGISTERS DID BECOME FIXTURES IN BUSINESS.
ON THE OTHER HAND WERE THE PUNCHCARD MACHINES, BEGINNING WITH THE CENSUS TABULATORS DESIGNED BY HERMAN HOLLERITH (1860-1929).

INSPIRED, AS BABBAGE HAD BEEN, BY THE JACQUARD LOOM, HOLLERITH INVENTED A MACHINE PURELY FOR ACCUMULATING AND CLASSIFYING INFORMATION.

BECAUSE THIS WAS A NEW SORT OF JOB FOR A MACHINE—AND THE KIND FOR WHICH COMPUTERS ARE IDEALLY SUITED—LET'S TOOK A CLOSER LOOK.

BEFORE HOLLERITH, THE CENSUS BUREAU PROCESSED ALL DATA BY HAND... SLOWLY. THE 1880 CENSUS TOOK 7½ YEARS TO ANALYZE!
They as now, the census form consisted of a series of multiple choice questions...

How many children do you have?
- a) 0-2
- b) 3-7
- c) 8-20
- d) More than 20

What's your religious preference?
- a) Militant Hindu
- b) I.D.W.
- c) Fundamentalist
- d) Other

From this, one wanted to find:
- The total number of citizens...
- How many had 0-2 children...
- How many were militant Hindus...

As well as six things as:

Hollerith proposed to put each person's responses on a single punched card the size of an 1880 dollar bill. To over,
simplify slightly, each column represented one question. The hole in a given column indicated the answer to that question.

This card shows responses of 1-a, 2-c, 3-b, 4-a, 5-d, etc...
The cards were "read" by a device consisting of a grid of little pins mounted on springs and wired electrically.

When brought into contact with the card, only those pins lying over a hole would pass through. Each of these dipped into a small cup of mercury, completing an electrical circuit.

Each cup was wired to a counter, which advanced each time an electric pulse arrived.

And so the running totals of every possible response were continuously displayed!

Does it count unemployed census workers?
THE TABULATOR ALSO HELPED ANSWER QUESTIONS SUCH AS: "HOW MANY PEOPLE WHO ANSWERED 2-B ALSO ANSWERED 3-C?"

MEANING: HOW MANY MILITANT HINDUS LIVE IN KANSAS?

HERE'S HOW:

FIRST ARRANGE A BELL TO RING WHENEVER A CARD WITH 2-B IS ENTERED.

THEN RUN THROUGH ALL CARDS, PULLING OUT ALL THOSE THAT RING THE BELL.

THE MACHINE THEN SHOWS ALL THE TOTALS FOR MILITANT HINDUS.

HOW MANY DO LIVE IN KANSAS? ZERO!

THIS SORT OF JOB—ANALYZING AND COMPARING LARGE AMOUNTS OF INFORMATION—IS NOW KNOWN AS DATA PROCESSING.
The Hollerith Tabulator cut the data-processing time for the 1890 census by two thirds, to 2½ years. This sounds long now, but at the time, it was impressive!

Hollerith founded a company to manufacture his card-operated data processors, and he found a number of takers:

- A railroad company used the Tabulator for auditing freight statistics...
- A tool manufacturer turned it to compiling costs, analyzing payroll, and managing inventory...
- A wholesale house needed it to keep track of merchandise, sales, salesmen, customers, etc etc etc...

So! Hollerith's company did fairly well... later, it got into computers, too... and did well... you may have heard of it... today it's called IBM!
In case you hadn't noticed, Hollerith's tabulator used electricity.

This brings us to the 20th century and its electric marvels, radio, telephone, the light bulb, which all play a role in the final episodes of computer evolution...
In the midst of all this complex circuitry, some researchers focused on the simplest electrical part of all:

A switch is any kind of device which can open or close an electric circuit.

Now there's a switch!
When the switch is open, it breaks the circuit, and no current flows through the light bulb.

When the switch is closed, the circuit is complete and the bulb lights up.

\[ \begin{align*} &\text{\(\boxed{\text{\Large \text{\textregistered}}\)} = \text{Battery or power source} \quad \text{\(\boxed{\text{\Large \text{\textregistered}}\)} = \text{Light bulb} \quad \text{\(\boxed{\text{\Large \text{\textregistered}}\)} = \text{Switch} \end{align*} \]

A few familiar switches:
- Toggle switches
- Rotary switches
- Pushbutton switches
A LESS FAMILIAR SWITCH IS THE
TELEPHONE SWITCH. YOU CAN'T SEE IT,
BUT IT COMPLETES THE
CONNECTION BETWEEN YOUR
PHONE AND THE ONE YOU'VE
DIALED.

IN THE OLD DAYS, THIS HAD TO BE DONE BY HAND—

THE OPERATOR'S WORK
STATION WAS CALLED A
SWITCHBOARD, AFTER

THEN THE PHONE CO., IN ITS WISDOM,
CAME UP WITH THE AUTOMATIC
RELAY. ON RECEIVING AN
ELECTRIC SIGNAL, THIS SWITCH
WOULD CLOSE AND "RELAY" YOUR
CALL TO THE RIGHT PLACE.
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The telephone relay could switch much faster than the human hand—about 5 times per second! It made the switchboard operator obsolete...

But it couldn't hold a candle to another type of switch invented even earlier: the vacuum tube.

The tube can also be flipped on and off like a switch, so fast you can't even see it flicker: it just glows... but it can switch as often as 1,000,000 times per second!!
Not long after these switches were invented, people realized that they could be combined into computer components!

That is, patterns of switches can be arranged to add, to store, and even to embody logical relationships (whatever that means). Details later!

By the 1930's, a number of people had seen how very rapid computers could be built from hardware straight off the shelf!

Tuna? Your's canned spaghetti?
DESPITE THE TUBE'S FANTASTIC SWITCHING SPEED, THE FIRST ELECTRONIC COMPUTING MACHINES USED ELECTROMECHANICAL SWITCHES LIKE RELAYS, BECAUSE THEY WERE MORE RELIABLE.

TUBES GET TOO HOT AND BURN OUT!

REMEMDS ME OF MY EX-HUSBAND...

Who built
THE FIRST ELECTROMECHANICAL COMPUTER? THE VERY FIRST WAS KONRAD ZUSE (1910-?). HIS Z-1, BUILT IN 1936, CALCULATED WITH RELAYS AND READ INPUT FROM PUNCHED FILM.

ZUSE, A GERMAN, TRIED TO SELL THE Z-1 TO HIS GOVERNMENT FOR WAR WORK.

IT CAN PLAY "BATTLE OF BRITAIN"!
"ENEMY INVADERS"!
"STALINGRAD"!

THE NAZIS ASSUMED THEY HAD "ALL BUT" WON THE WAR, SO THEY TURNED HIM DOWN... AND POSSIBLY CHANGED HISTORY!!

Aha!
THE COMPUTER WAS REALLY BORN WITH WORLD WAR II. (Note Roman numeral!)

DESIGNED BY HARVARD PROF HOWARD Aiken, who modeled it on Babbage's analytical engine, Mark I occupied some 7,000 cubic feet and contained thousands of relays. When it cranked up, they say it sounded like a million knitting needles!!

MARK I COULD MULTIPLY TWO 10-DIGIT NUMBERS (A CONVENIENT MEASURE OF COMPUTER SPEED) IN ABOUT 3 SECONDS. AN UNHAPPY-OF-SPREAD!
UNBEKNOWNST TO THE NAVY, THE ARMY WAS ALSO FUNDING A COMPUTER PROJECT—ONLY THEIRS WOULD USE TUBES!

WE'LL SHOW THEM NAVY WINES!

THEIR AIM WAS THE SAME AS TARTAGLIA'S IN THE 1500s: TO COMPUTE BALLISTICS MORE ACCURATELY.

TARTAGLIA HAD ERRRED IN SAYING THAT CANNON BALLS FLY IN PARABOLIC PATHS. IN REALITY, AIR RESISTANCE ALTERS THEIR TRAJECTORY APPRECIABLY, AND IN A VERY COMPLEX WAY, BECAUSE AIR RESISTANCE DIMINISHES AT HIGHER ALTITUDES.

IN WORLD WAR I, THE GERMAN CANNON "BIG BERTHA" SHOT 94 MILES—TWICE AS FAR AS EXPECTED FROM OVERSIMPLIFIED CALCULATIONS!
Gunners and bomberdiers therefore needed accurate ballistic tables to aim by. These could hardly be calculated on the fly!

Ballistic tables used to be calculated by roomfuls of "girls" with adding machines—and even this was slow.

What did you do before?

Telephone operator...

The chief engineers in the Army Project were J. Presper Eckert and John Mauchly.
The result of their labors was the barn-sized ENIAC, the Electronic Numerical Integrator and Calculator. With 18,000 tubes, ENIAC was fast:

500 multiplications per second!

(It also needed its own air-conditioning system!)

The only problem with ENIAC was that it wasn't completed until 1945, several months after the war was over!

"Sigh! It's Babbage's law!"
So the army put
ENIAC to work on
the next war, doing
calculations for the
nuclear weapons
program...

ENIAC may have been fast, but in some ways it was
pretty dumb.
Its memory
was
very small,
and each
new
calculation
required
a whole
change
of
wiring.

In other
words, it's
programmed
by screwdriver!

But still impressive:
with 18,000 tubes
flickering on
and off 100,000
times per second,
ENIAC had to
perform far more
reliably than
any machine ever
constructed.

Miscalculation
could be fatal!
Now enters JOHN VON NEUMANN (1903-1957), a Princeton Math Professor who more than anyone gets credit for turning electronic calculators into 'electronic brains.'

You Neumann pondered the computer's logical structure in the abstract: how it controls itself, how much memory it needs and what for, etc... And he asked himself how computers could be made more like human "wiring," i.e., the central nervous system.

Oh, the input bone connected to the memory bone...
Consider how a human being "runs a program":

When a surgeon starts to cut, it shouldn't be necessary to keep referring back to the textbook for instructions.

No... First the surgeon goes to medical school, reads the procedures, and commits them to memory.

This speeds up surgery considerably!

Your brain is full of these "stored programs": you know how to tie your shoelaces, how to feed yourself, how to multiply 94 times 16, how to talk, how to walk...
Von Neumann proposed to make computers do likewise:

1. Find a way to encode the instructions into a form which could be stored in the computer's memory. Von Neumann suggested using strings of ones and zeros.

2. Store the instructions in memory, along with whatever other information (numbers, etc.) is needed to do the particular job. The equivalent of going to med school!

3. When running the program, fetch the instructions straight from memory, rather than reading a new punch card at each step.

This is the concept of the stored program.
The advantages?

**SPEED:** Like the surgeon, the computer finds it much faster to whiz instructions from "brain" to "fingers" than to "return to the textbook" after executing each step.

**VERSATILITY:** With several programs stored at once, they can refer to one another running in combination. Surgery is actually such a combination.

**SELF-MODIFICATION:** If stored electronically, programs may easily be written in which can modify or adjust themselves. This turns out to be critically important!
To make his point, Von Neumann wrote some code for a program called **Sort and Merge**.

It's a simple job to describe:

Given two lists of names (for example):

- Alabama, S.
- Anteater, J.
- Anteater, B.
- Aardvark, A.

- Tardigrade, C.
- Beaver, M.
- Owl, H.
- Alligator, A.

Make one list in alphabetical order.

This seemingly simple process becomes horribly time-consuming when the lists are long.

So:

Here's another ideal computer job that contains essentially no math. You can see how this one might appeal to someone compiling a telephone directory or a mailing list!!
Actually, there's some argument over who invented the stored program. Eckert and Mauchly claimed credit, too... and the ENIAC project dissolved in a welter of lawsuits over who owned what idea.

Welcome to the computer age...

Stored programs are what separate true computers from everything pre-ENIAC.

Nothing like it again until the Beatles broke up!
IF COMPUTERS HAD REMAINED AS BULKY AS ENIAC, THEY WOULDN'T BE WHAT THEY ARE TODAY... BUT THEY DIDN'T, AND THEY ARE...

IN 1947, THE YEAR AFTER ENIAC WAS FINISHED, A TEAM AT STANFORD INVENTED THE TRANSISTOR, USING ELEMENTS CALLED SEMICONDUCTORS.

LIKE TUBES, TRANSISTORS CAN ACT AS SWITCHES, BUT THEY'RE SMALLER, FASTER, COOLER, AND LONGER-LIVED, AND THEY DRAW FAR LESS ELECTRIC POWER.

TIME TO RETIRE, FATSO!
The first transistorized computers were room-sized, not barn-sized, and their cost (a couple of million dollars) was affordable by large businesses and universities.

Then the transistor began to show an incredible ability to shrink in size and price.

First came integrated circuits — a whole boardful of transistors manufactured as a single unit. Then large-scale and very large-scale integration (LSI and VLSI), which packed hundreds of thousands of transistors on a tiny chip!

As components shrunk, the industry exploded!
In the '60s, the Minicomputer appeared. It was the size of a desk!

By this time, big computers, also known as mainframes, had become immensely powerful.

And finally the exotic supercomputers, which calculate at rates up to 500 megaflops* - a million times faster than ENIAC!

What's next? The disposable?

* Million floating point operations per second.
There's no end in sight... Now we have micros with the power of minis. "Superminis" that rival mainframes, minis on a chip... and there's talk of reducing components to molecular size using recombinant DNA technology...

It makes me feel grossly large...

There seems to be no such thing as a computer with too much computing power. No matter the speed or capacity, computers always find jobs to do... and no wonder: this is the age of excess information!
PART II

LOGICAL SPAGHETTI
Computers are like elephants: there are a lot of ways to describe them...

A powerful calculator! Made of switches!

It follows instructions!

An input, output device!

Exotic hardware!

How does one get to the heart of the matter?

With an elephant cleaver?
To understand information processing, it helps to compare it with a more familiar process: cooking. So step into Grandmother Ebbage's kitchen, as she prepares basic spaghetti...

IF THERE'S ONE IDEA WE'VE TRIED TO DRUM IN, IT'S THAT THE COMPUTER IS ESSENTIALLY AN INFORMATION PROCESSOR. SO FORGET THE ELEPHANT...

YOU CAN'T EAT INFORMATION!
Here's the World Famous Recipe:

1. Bring a kettle of salted water to boil.
2. Add 8 oz. of raw spaghetti.
3. Boil for 10 minutes.
4. Drain through a sieve.

Serve...

This spaghetti is better analyzed than eaten!
It's not hard to distinguish a few components in this process:

**First, the ingredients, or INPUT.**

- Dry spaghetti
- Water
- Salt

**Next, the equipment which does the cooking: hands, kettle, stove, saltshaker, sieve, plate, spoon.**

These form the **processing unit.**

**Less obviously, there is a part of the cook's brain which controls the process. It monitors and directs the step-by-step unfolding of the recipe. This is referred to as the control unit.**

And of course the completed dish, or output.

Which also resembles the cook's brain...
OF COURSE, SPAGHETTI IS NOTHING SPECIAL! ANY RECIPE COULD BE PROCESSED BY THE SAME BASIC STRUCTURE:

\[ \text{INGREDIENTS OR INPUT} \rightarrow \text{A PROCESSING UNIT UNDER CONTROL} \rightarrow \text{OUTPUT} \]

UGH! WHAT IS THIS **??**?

OR, MORE ABSTRACTLY:

\[ \text{CONTROL} \]

\[ \text{INPUT} \rightarrow \text{PROCESSING} \rightarrow \text{OUTPUT UNIT} \]

White arrows (\(\rightarrow\)) are the flow of food. Gray arrow (\(\rightarrow\)) is the flow of information. Black arrow (\(\uparrow\)) is the flow of control.
With computers, the diagram is slightly different:

There are two reasons for this: one is the fact that input and output are information, not food — so the gray arrow is the same as the white ones.

The other is the great importance of memory, which forms the fifth and final component. In computers, all information passes into memory first! Here's the diagram:

```
CONTROL ⇔ PROCESSING UNIT

INPUT ⇔ MEMORY ⇔ OUTPUT

⇒ = INFORMATION FLOW  ⇔ = CONTROL FLOW
```
In the case of computers, the **input** consists of all the "raw" data to be processed—
as well as the entire "recipe," or program, which specifies what's to be done with them.

**The memory** stores the input and results from the processing unit.

**Control** reads the program and translates it into a sequence of machine operations.

**The processing unit** performs the actual additions, multiplication, counting, comparison, etc., on information received from memory.

**The output** consists of the processing unit's results, stored in memory and transmitted to an output device.
Here's the real thing (an IBM Personal Computer), just to give one example of how these components may actually look:

Control, processing unit, and memory are housed in one small box.

Input is entered from keyboard.

Disk drives provide extra memory storage.

Output is displayed on a video screen.

Other common input/output devices (not pictured) are a modem, for sending and receiving signals over the phone, and a printer, for producing output on paper.
Let's start in the middle, with the **processing unit**.

In the kitchen, a chef may display a rich repertoire of processing possibilities:

- **Brass**
- **Roul**
- **Saute**
- **Roast**
- **Poch**
- **Steam**
- **Boil**
- **Fry**
- **Bake**...

But, as the great Escoffier himself has remarked, all cooking techniques are combinations of simpler steps: the application of more or less heat, wet or dry, etc...

Likewise, all the power of the computer depends on a couple of elementary operations.
THE COMPUTER'S ELEMENTARY OPERATIONS ARE

LOGICAL

OK...OK... NO MORE BEATING AROUND THE BUSH WITH CULINARY METAPHORS...

WHAT'S A LOGICAL OPERATION, YOU ASK? A LOGICAL QUESTION, CONSIDERING HOW MUCH EASIER IT IS TO THINK OF ILLLOGICAL OPERATIONS, LIKE ANNUITATION OF THE TRUMPS OR GETTING OUT OF BED ON MONDAYS...

NOTHING IS LOGICAL ON MONDAYS...
TO EVERYONE’S GOOD FORTUNE, LOGIC ISN’T AS HARD AS IT USED TO BE. IN ARISTOTLE’S TIME, THE SUBJECT WAS DIVIDED INTO INDUCTIVE AND DEDUCTIVE BRANCHES, INDUCTIVE LOGIC BEING THE ART OF INFERRING TRUTHS BY OBSERVING NATURE, WHILE DEDUCTIVE LOGIC DEDUCES TRUTHS FROM OTHER TRUTHS:

1. You are a man.
2. All men are mortal.
3. Therefore, you are mortal.

"AHEM:" HOW DO YOU KNOW ALL MEN ARE MORTAL??

MEDIEVAL

LOGICIANS COMPOUNDED THE CONFUSION WITH SIX “MODES”: A STATEMENT WAS EITHER TRUE, FALSE, NECESSARY, CONTINGENT, POSSIBLE, OR IMPOSSIBLE.

NECESSARY IS TO CONTINGENT AS TRUE IS TO FALSE... POSSIBLY...

THEIR REASONING GREW SO MINDLESS THAT THE MEDIEVAL LOGICIAN DUNS SCOTUS HAS BEEN IMMORTALIZED IN THE WORD “DUNCE”!
THE SUBJECT WAS STRETCHED TO ABURO LENGTHS
BY LEWIS CARROLL:

1. Gentiles have no objection to pork.
3. No Mandarin knows Hebrew.
4. Everyone who does not object to pork, adores turnstiles.
5. No Jew is ignorant of Hebrew.

Therefore, no Mandarin ever reads Hoog's poems. **

CLEARLY, IT WAS TIME TO SIMPLIFY THE SUBJECT...

* FROM SYMBOlic LOGIC
This step was taken by George Boole (1815-1864),

an English mathematician who built an "algebra" out of logic.

That is, he made logic fully symbolic, just like math sentences were denoted by letters and connected by algebraic symbols—an idea going back to Leibniz, who had dreamed of "justice by algebra."

We can't possibly describe Boole's algebra in its entirety. We'll limit ourselves to three words:

AND, OR, NOT.

Boole looked at the very connecting tissue of language: the words "AND", "OR", and "NOT".
Suppose $P$ is any statement... for example,

$P$ = "The pig has spots."

According to Boole, this sentence is either true (T) or false (F). No other option is allowed! *

Now let $Q$ be another statement—likewise true or false:

$Q$ = "The pig is glad."

Now form the compound sentences:

$P$ AND $Q$ = The pig is spotted AND The pig is glad.

$P$ OR $Q$ = The pig is spotted OR The pig is glad.

When are these sentences true?

* In some versions of logic, more than two truth values are permissible.
There are four possible combinations of truth and falsehood for $P$ and $Q$.

- $P$ True, $Q$ True
- $P$ False, $Q$ True
- $P$ True, $Q$ False
- $P$ False, $Q$ False

**AND**

"The pig is glad AND has spots."

This is true only in the one case in which $P$ and $Q$ are both true. This is summarized in a truth table:

<table>
<thead>
<tr>
<th>P</th>
<th>Q</th>
<th>$P$ AND $Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
</tbody>
</table>

**OR**

"The pig is glad OR has spots."

This is true in the three cases for which either one of the statements $P$, $Q$ is true.

<table>
<thead>
<tr>
<th>P</th>
<th>Q</th>
<th>$P$ OR $Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
</tbody>
</table>
EXCEPT FOR THE ONE WEIRD EQUATION
|Ω| = 1, THESE LOOK LIKE ORDINARY
ARITHMETIC... WITH
"AND" PLAYING THE ROLE
OF "TIMES" AND "OR"
IN THE ROLE OF "PLUS."

AND "NOT"
IN THE ROLE
OF NON-PLUSED?

WE'RE NEVER GOING TO USE THE SYMBOLS • AND ◊... YOU
CAN FORGET ABOUT THEM... BUT USING 1 AND 0 TO
REPRESENT TRUE AND FALSE IS VERY USEFUL... SO FROM
NOW ON WE'LL WRITE TRUTH TABLES LIKE THIS:

<table>
<thead>
<tr>
<th>P</th>
<th>Q</th>
<th>P AND Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>P</th>
<th>Q</th>
<th>P OR Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>P</th>
<th>NOT-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

FROM THESE RELATIONSHIPS, BOOLE BUILT UP AN ENTIRE
ALGEBRA, USING ONLY THE NUMBERS 0 AND 1... TODAY THIS
BOOLEAN ALGEBRA IS USED ALL THE TIME BY COMPUTER
ENGINEERS — ONLY THEY EXPRESS IT AS ELECTRICAL CIRCUITS...
The key is the automatic switch, which is either open or closed, as a logical proposition is either true or false.

An automatic switch has two wires coming in and one going out.*

This is the input wire, which signals the switch to close.

This wire acts solely as a power supply.

This is the output wire.

*Ignoring the ground wire!

When no current flows through the input wire, the switch remains open, as pictured above. When an input signal arrives, however, the electronic equivalent of a miniature boxing glove "punches" the switch closed, resulting in an output signal.
What is the output when two switches \((A, B)\) are arranged in series, one after the other? [In our diagram, please note the rearrangement of wires, made for convenience of illustration.]

The current can flow only if both switches are closed—i.e., when input signals arrive simultaneously at \(A\) and \(B\).

Writing 1 for current and 0 for no current, we can then write this input-output table. Look familiar? It should! It's identical to the truth table for AND!

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>OUTPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

That's why this arrangement of switches is called an **AND-GATE** and it has its very own symbol.
TWO SWITCHES CONNECTED IN PARALLEL BEHAVE LIKE LOGICAL OR. CURRENT CAN PASS FROM POWER TO OUTPUT IF EITHER SWITCH A, B IS CLOSED (OR IF BOTH ARE).

This is the OR-GATE and its symbol is:

NOT IS NOT ANY MORE DIFFICULT... IT USES A SPECIAL SWITCH THAT REMAINS CLOSED UNTIL AN INPUT SIGNAL OPENS IT — JUST THE REVERSE OF AN ORDINARY SWITCH:

This kind of switch is called an INVERTER, and it has a symbol, too:
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An everyday example shows how these simple gates can make logical decisions.

You know those buzzers that go off when you start your car and your seat belt isn't fastened? The kind that's specially designed to penetrate human bone?

Well, that's because the seat belt and ignition are connected by an AND gate, like so:

\[
\text{IGNITION} \rightarrow \text{BUZZER} \\
\text{SEAT BELT}
\]

That is, **if** the ignition is on AND the seat belt is not, **the buzzer sounds**! Pretty logical, no?

Can you think of any examples of OR gates in daily life?

(How about a smoke alarm triggered by either of two different detectors?)
Here are a few warm-up exercises for chasing through logic diagrams:

Do the input-output (I/O) tables:

- (1) \[ \text{Diagram 1} \]
- (2) \[ \text{Diagram 2} \]
- (3) \[ \text{Diagram 3} \]
- (4) \[ \text{Diagram 4} \]
- (5) \[ \text{Diagram 5} \] (Note: only one input!)
- (6) \[ \text{Diagram 6} \] (Ditto!)
- (7) What is output when \( A=1, B=0, C=1 \)?

Complete the I/O table:

\[
\begin{array}{ccc|c}
A & B & \text{I/O} & C \\
\hline
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 \\
\end{array}
\]

Design logic diagrams with these I/O tables:

- (9) \[ \text{Table 9} \]
- (10) \[ \text{Table 10} \]
- (11) \[ \text{Table 11} \]
- (12) \[ \text{Table 12} \]
Logic gates have only one or two inputs and a single output — but computer components have many inputs and outputs with complicated input/output behavior.

The wonderful fact is that **any** input/output table can be produced by a combination of logic gates!

To do it, you need multiple-input logic gates. Here's a 4-input AND-gate:

\[
\begin{array}{cccc|c}
A & B & C & D & E \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 \\
\end{array}
\]

This means \( E = 1 \) if \( A = B = C = D = 1 \), and \( E = 0 \) otherwise. The gate can be made with four switches in series:

\[
A \quad B \quad C \quad D \quad E
\]

Similarly, there's a multiple-input OR-gate:

\[
\begin{array}{cccc|c}
A & B & C & D & E \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 \\
\end{array}
\]

It can actually be made from an AND-gate and some inverters:
As an example of how to produce a given input/output table, let's solve Problem #12:

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Begin by finding all rows where \( C = 1 \).

The table says \( C = 1 \) if \( A = 1 \) and \( B = 0 \) or \( A = 0 \) and \( B = 1 \).

Writing \( \overline{A} \) for NOT-A, this amounts to saying

\( C = 1 \) if \( A = 1 \) and \( \overline{B} = 1 \) or \( \overline{A} = 1 \) and \( B = 1 \).

C = 0 otherwise.

In other words,

\[
C = (A \text{ AND } \overline{B}) \text{ OR } (\overline{A} \text{ AND } B)
\]

To draw the circuit, run the input wires and their negatives in one direction —

---AND ATTACH THE GATES TO THE APPROPRIATE WIRES.
Exactly the same method works for more inputs. For example:

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Again, find all rows with output = 1.

Note all possible input combinations!

In this case,

\[ D = (A \text{ AND } B \text{ AND } C) \text{ OR } (A \text{ AND } \overline{B} \text{ AND } \overline{C}) \text{ OR } (A \text{ AND } \overline{B} \text{ AND } \overline{C}) \text{ OR } (A \text{ AND } B \text{ AND } C). \]

Run the inputs and their negatives across the page, attach AND-gates, then run them through an OR-gate!

To repeat: By the same method, you can produce any input/output table!!
WHERE DOES THIS LEAVE US?

WITH ONE FOOT IN THE SWAMP!

BY HOW YOU MAY BE GETTING THE IDEA THAT INFORMATION IS ENCODED INSIDE COMPUTERS AS STRINGS OF 1'S AND 0'S, WHICH CAN BE TRANSFORMED IN ANY WAY WE LIKE BY THE RIGHT COMBINATION OF LOGIC GATES.

BUT WE HAVEN'T REALLY SEEN HOW LOGIC GATES CAN DO THE JOB COMPUTERS WERE DESIGNED FOR:

NAMELY: HOW DO COMPUTERS COMPUTE?
The questions:
- Is there some natural way to represent numbers using only 0's and 1's?
- Can the operations of arithmetic be built out of logic?

The answer
(Which goes back to our old pal Leibniz):

As sure as I didn't steal calculus from Newton!

The system is called

**Binary Numbers.**

They're based on two!

Our decimal system, based on ten, was a result of our having ten fingers—an accident of nature! Binary numbers are what would have evolved if we'd been born with two fingers, like the tree sloth.

I'd count by fours, but I only have one free paw!

Tree sloths always count in binary!
LOOK AT THE SYMBOL "IO" - "ONE-ZERO." FORGET THAT IT USUALLY MEANS TEN! FORGET IT! STOP CALLING IT THAT! IS THERE ANYTHING THERE THAT SAYS "TEN?" NO!! IT'S JUST A ONE FOLLOWED BY A ZERO - IN AND OF ITSELF, IT HAS NOTHING TO DO WITH TEN!!!

THE SYMBOL ONLY MAKES "TEN" FLASH THROUGH YOUR MIND BECAUSE YOU'VE ALWAYS CALLED IT THAT... IT'S LIKE A RITUAL: PERFORM IT OVER AND OVER AND IT BECOMES AUTOMATIC!

IN ACTUALITY, "IO" MEANS:

(ONE) HANDFUL* AND (ZERO) FINGERS LEFT OVER

*REMEMBER - ON P. 24, WE AGREED TO CALL TEN FINGERS, NOT FIVE, A HUMAN HANDFUL!
Since we humans have ten fingers, our "10" is ten... but to an organism with, say, eight fingers, 10 would mean eight!

In the case at hand, with just two fingers in a handful... 10 means TWO!

So we can write:

10_{binary} = 2_{decimal}

**Note:** Do not read this as "ten equals two." Two equals two!!

**One-zero in binary**
IN THE COMPUTER, EVERYONE WILL BE REQUIRED TO MEMORIZE THE POWERS OF 2. TRY IT NOW!

- $2^1 = 2$
- $2^2 = 4$
- $2^3 = 8$
- $2^4 = 16$
- $2^5 = 32$
- $2^6 = 64$
- $2^7 = 128$
- $2^8 = 256$
- $2^9 = 512$
- $2^{10} = 1024$

AND GENERALLY, 
$2^n = 2 \times 2 \times 2 \times \ldots \times 2$  ("two to the $n$th power")

1. Followed by $n$ zeros is $10^n$. Hence 100 is $10^2$.
2. A hundred is $10^1$. Hence 1000 is $10^3$.
3. The number of zeros in $10^n$ is equal to $n$.
4. 1000 (10)^3 means one-zero, or a hundred. Thus, 1000 is a hundred.
5. 10,000 (10)^4 means one-zero-zero-zero, or a 10,000 is a thousand.
6. 100,000 (10)^5 means one-zero-zero-zero-zero, or a 100,000 is a hundred thousand.
7. 1,000,000 (10)^6 means one-zero-zero-zero-zero-zero, or a 1,000,000 is a million.
8. 10,000,000 (10)^7 means one-zero-zero-zero-zero-zero-zero, or a 10,000,000 is ten million.
9. 100,000,000 (10)^8 means one-zero-zero-zero-zero-zero-zero-zero, or a 100,000,000 is one hundred million.
10. 1,000,000,000 (10)^9 means one-zero-zero-zero-zero-zero-zero-zero-zero, or a 1,000,000,000 is one billion.
11. 10,000,000,000 (10)^10 means one-zero-zero-zero-zero-zero-zero-zero-zero-zero, or a 10,000,000,000 is one ten billion.
12. 100,000,000,000 (10)^11 means one-zero-zero-zero-zero-zero-zero-zero-zero-zero-zero, or a 100,000,000,000 is one hundred billion.
13. 1,000,000,000,000 (10)^12 means one-zero-zero-zero-zero-zero-zero-zero-zero-zero-zero-zero, or a 1,000,000,000,000 is one trillion.
All other binary numbers — 101, 111, 1100, and every other pattern of 0's and 1's — is a sum of such powers of two! It's completely analogous to decimal.

\[
\begin{align*}
\text{IN DECIMAL:} & \quad 497 = \\
\text{IN BINARY:} & \quad 11110001 = \\
& \quad \frac{\begin{align*}
400 \\
+ 90 \\
+ 7
\end{align*}}{10000000} + \frac{\begin{align*}
1000000 \\
+ 1000000 \\
+ 100000 \\
+ 10000 \\
+ 1 \\
\end{align*}}{1}\end{align*}
\]

\[256 + 128 + 64 + 32 + 16 + 1 = 497\]

To translate a binary number into the decimal system, list the powers of two over the corresponding places, and add those lying over a 1.

\[
\begin{array}{cccccccc}
2^9 & 2^8 & 2^7 & 2^6 & 2^5 & 2^4 & 2^3 & 2^2 & 2^1 \\
1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0
\end{array}
\]

\[256 + 16 + 8 + 2 = 282\]

Now you do it: convert to decimal:

(1) 11 (2) 101 (3) 111111 (4) 11101010101
To make this a bit more concrete — here's how to count up from 1 in binary. It's just like counting in decimal, only easier. In decimal, to count past a 9, you write 0 and carry 1. In binary, you have to carry 1 every other number!

As you may have noticed, binary numbers get very fast! This makes them hard for us humans to use without making mistakes — but for computers, they're ideal!
Binary calculation is simple. There are only five rules to remember:

0 + 0 = 0
0 + 1 = 1
1 + 0 = 1
1 + 1 = 10

And the handy fifth rule:
1 + 1 + 1 = 11

As opposed to 100 sums in decimal: 9 + 6, 7 + 5, 9 + 3, 8 + 4, 4 + 6, etc etc etc!!!

To add two binary numbers, proceed place by place from right to left, carrying a 1 when necessary. Here's a step-by-step example:

\[
\begin{array}{c}
1110 \\
111 \\
\hline
1101
\end{array}
\quad
\begin{array}{c}
1100 \\
101 \\
\hline
10101
\end{array}
\]

\[\text{The carries}\]

A few sums to practice on:

\[
\begin{array}{c}
100 \\
+ 1 \\
\hline
101
\end{array}
\quad
\begin{array}{c}
11101 \\
+ 100 \\
\hline
11111
\end{array}
\quad
\begin{array}{c}
11011 \\
+ 11111 \\
\hline
1110111
\end{array}
\]

What is the result of adding a binary number to itself?
Another wonderful fact about binary:

**Subtraction is done by adding!!**

The method is called using "two's complement." First you invert the number to be subtracted, so that all its 1s become 0s and vice versa. Then add the two numbers and add 1 to the sum. Ignore the final carry and that's the answer!

E.G. 1101
-1100
\[ \begin{array}{c}
1101 \\
0011 \leftarrow \text{Inverted} \\
\hline
10001 \text{ sum} \\
\hline
10001 \leftarrow \text{Answer.}
\end{array} \]

Binary multiplication—and any multiplication—may also be done by repeated addition: To multiply A \times B, just add A to itself B times. Likewise, division can be done by repeated subtraction.

The computer can do all arithmetic by adding!!
Before showing how to combine logic gates into a binary adder, we need a bit of terminology.

**Bit** is an abbreviation of "binary digit." It refers to a single 0 or 1.

Is it binary digit or binary digit?

It is very common to group bits eight at a time, and any string of eight bits is called a **byte**. There are 2^8, or 256, possible bytes, from 00000000 to 11111111.
Now let's see what an adder might look like.

To save drumming, we'll make it a four-bit adder, capable of adding two 4-bit numbers, or "nibbles." (Yes, they're really called that!)

The input of our adder must consist of eight bits, four for each nibble. The output must be five bits, that is, a nibble plus one bit for a possible carry. Like so:

\[
\begin{array}{c}
A = 1110 \\
B = 1011 \\
\hline
11001 \\
\end{array}
\]

How to proceed? One way is to make a giant truth table, matching every possible combination of inputs with the correct output, and constructing a huge stew of ANDs and NOTs to force a solution. This is possible, but the complexity of the task might make you throw up your hands.

Or just throw up, if you have no hands!
Instead, recall how addition works in practice:

Column by column, with a carry bit carrying out of one column and into the next:

<table>
<thead>
<tr>
<th>1</th>
<th>1</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

So it should be possible to make a 4-bit adder out of four 1-bit adders!

The 1-bit adder must have three inputs — one for each of the two summand bits and one for the bit carried in — and two outputs — one sum bit and one carry-out bit.

Four of these can then be hooked up to produce a 4-bit adder.

Note: 8 inputs and 5 outputs, as promised!
The input/output table for the 1-bit adder:

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Now there's nothing to it! Remember, logic gates can be rigged up to produce any input/output table. In this case, just treat each output column separately.

You can add two numbers of any length by hooking together enough 1-bit adders.
**CODING & COMBINATION**

The implication of the last two sections is that binary is the "natural" system for encoding numbers in a machine made of on/off switches. Even so, computers use several variations on the basic idea.

<table>
<thead>
<tr>
<th>Integers, or whole numbers — if they aren't too large — are encoded in straight binary. For instance, 185 would become 1011001.</th>
<th>Floating point representation is for large or fractional numbers. For example, 19,700.0302 would be encoded as the binary equivalent of 197.5, meaning (197 \times 10^5). Floating point representation often involves rounding off.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Binary Coded Decimal</strong> represents a number in decimal, but with each digit encoded in binary. For instance, 967 would become 1001 0110 0111, with 9 6 7.</td>
<td></td>
</tr>
</tbody>
</table>
AND WHAT ABOUT NON-NUMERICAL INFORMATION – THE ALPHABET, PUNCTUATION MARKS, OTHER SYMBOLS, AND EVEN THE BLANK SPACE??

SINCE THERE IS NO NATURAL WAY TO ENCODE THESE INTO 0S AND 1S, COMPUTER SCIENTISTS INVENTED AND ADOPTED A STANDARD CODE BY MUTUAL AGREEMENT:

**ASCII,**

THE AMERICAN STANDARD CODE FOR INFORMATION INTERCHANGE.

(Actually, ASCII is used by everyone but IBM, which has its own code, called EBCDIC.)

![ASCII Table](image)
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Thus, the letter "t" is encoded as 10101000... etc!

The first two columns contain symbols for such things as "START OF HEADING" (SOH) and other textual directions.
To encode and decode data, computers use logic devices called, naturally enough, **ENCODERS and DECODERS**.

**AN ENCODER**

Usually has many inputs and a few outputs. A single input signal produces a pattern of outputs. For example, a computer keyboard is attached to an encoder which translates a single keystroke into its ASCII code.

**A DECODER**

Works the other way around, translating a pattern of bits into a single output signal. One decoder converts a binary nibble into a decimal digit. Another transforms a specified location or address in memory into a signal to that memory cell. (See p. 195.)
Once alphanumeric information is encoded in binary strings, it is ready to be processed by the computer's most elaborate combination of logic gates, the **Arithmetic Logic Unit** (or **ALU**, for short).

This is the machine's central processor, which can add, subtract, multiply, compare, shift, and perform a wealth of other logical functions. The drawing above represents an 8-bit ALU, but they can range from four to sixty bit capability, depending on the computer.
Another function (also say, compare two bytes, bit by bit, and output: A if bit 1, B if not) will need another input, the 'adder'. The block diagram represents the ALU, having its own 'adder'. The function applied to the ALU's inputs is determined as follows: ADD if the inputs agree, derived from the function select.
THE ALU WOULD BE A COMPLETE CENTRAL PROCESSING UNIT, EXCEPT FOR ONE THING: IT'S UNABLE TO STORE RESULTS. RETURNING TO THE COOKING ANALOGY, WE MIGHT SAY THE ALU LACKS "COUNTER SPACE," WHERE WOULD GRANDMA BAKE BE WITHOUT SOMEPLACE TO SET DOWN HER SPAGHETTI?

ALTHOUGH THE ALU CAN PERFORM MIRACLES OF INPUT/OUTPUT, IT CAN'T REMEMBER ANYTHING—AND THAT'S WHERE FLIP-FLOPS COME IN...
VERSATILE AS THEY MAY BE, THE LOGICAL COMBINATIONS WE'VE BEEN SKETCHING STILL HAVE NO MEMORY. THEIR OUTPUT CONTINUES ONLY AS LONG AS THE INPUT IS APPLIED.

AND YET— THERE IS A WAY TO HOOK THESE LOGICAL BUT SEMI- GATES TOGETHER INTO A GADGET THAT HOLDS AN OUTPUT INDEFINITELY: THE FLIP-FLOP.

\[
\begin{align*}
S & \quad \rightarrow \quad Q \\
\overline{R} & \quad \rightarrow \quad \overline{Q}
\end{align*}
\]
Besides the strange way a flip-flop eats its own tail, please note the unfamiliar gate used in the construction. It's called a **NAND gate**.

Which is merely an abbreviation of "not-and."

<table>
<thead>
<tr>
<th>P</th>
<th>B</th>
<th>NAND</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Now for the flip-flop in action:

Suppose the input is $S=1, R=0$.

Then $Q$ must be 1, because NAND outputs 1 if either input is 0. Coupling this back to the upper gate gives $Q'=0$.

And if $S=0, R=1$? Well, that's just the previous diagram turned upside down.

OK, great! But where's the memory?

Yeah! What?
Now what happens when the input changes?

Supposing we begin with the input \((S=1, R=0)\), what does changing it to \((S=1, R=1)\) do to the flip-flop's output?

The answer is: **nothing**! The lower NAND gate's input becomes \((O, I)\), so its output \(Q\) is still 1, so \(Q\) remains 0.

But precisely the same line of reasoning shows no change in output when input changes to \((S=1, R=1)\) from \((S=0, R=1)\):

A little weird, isn't it? The same input \((S=R=1)\) can produce two different outputs, depending on the previous input!

**The flip-flop remembers!**
The way a flip-flop is used is this: It begins by sitting there with a constant input of \((S=1, R=1)\) and an output of God-knows-what:

\[
\begin{array}{c|c}
S & Q \\
\hline
1 & 1 \\
R & 0 \\
\end{array}
\]

And I'm darned if I'll tell!

You **set** the flip-flop \([i.e., \text{make } Q=1]\) by flashing a 0 momentarily down the S-wire, and then returning it to 1:

\[
\begin{array}{c|c}
S & Q \\
\hline
1 & 0 \\
R & 1 \\
\end{array} \rightarrow \begin{array}{c|c}
1 & 1 \\
0 & 0 \\
\end{array}
\]

Or you can **reset** it \([\text{make } Q=0]\) by flashing a 0 down the R-wire, then returning it to 1:

\[
\begin{array}{c|c}
S & Q \\
\hline
1 & 1 \\
R & 0 \\
\end{array} \rightarrow \begin{array}{c|c}
1 & 0 \\
0 & 1 \\
\end{array}
\]

In either case, as long as \((1,1)\) keeps coming in, the flip-flop will maintain its output until it's changed with another incoming 0.
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The only input combination we haven't checked is \((R=S=0)\). It's easy to verify that it produces output of \(Q=Q'=1\):

\[
\begin{array}{c}
\text{0} \quad \text{0} \\
\hline
\text{1} \quad \text{1}
\end{array}
\]

What happens when the input returns to \((1,1)\)?

The answer is not so clear: it depends on which output happens to flop first!! (one of them must.)

If \(Q\) is first to change, we get:

\[
\begin{array}{c}
S \quad 0 \quad Q \\
R \quad 0 \quad Q
\end{array}
\]

If \(Q\) flops first, however:

\[
\begin{array}{c}
\text{0} \quad \text{1} \\
\hline
\text{0} \quad \text{1}
\end{array}
\]

Since there is no way of knowing which of these will actually happen, and we don't want our flip-flops in random states, the input \((S=0, R=0)\) is **disallowed**.

We can summarize the basic "RS" flip-flop like so:

\[
\begin{array}{c|cc}
S & R & Q & \overline{Q} \\
--- & --- & --- & --- \\
1 & 1 & O & O \\
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & 0 & \text{disallowed}
\end{array}
\]

Flip-flop inputs are always arranged to make certain the disallowed state cannot arrive.
A NOR-GATE is a shorthand way of writing "NOT OR." I.e.,

A basic RS flip-flop may also be made out of NOR-gates:

1. What is the output when \( R = 0, S = 1 \)?
   When \( S = 0, R = 1 \) ?

2. What happens when each of these input conditions changes to
   \( R = 0, S = 0 \)?

3. What is the output when \( R = 1, S = 1 \)? What happens when this changes to
   \( R = 0, S = 0 \)?

4. What input combination must be disallowed?

5. If \( R = 0, S = 0 \), how do you set this flip-flop (i.e., make \( Q = 1 \))? How do you reset it?

By the way, a flip-flop is also called a latch, because it "locks in" data.
If the flip-flop is a device for storing one bit, a register stores several bits simultaneously. It's like a row of boxes, each holding one bit.

A row of flip-flops should do the job...

...sort of! But if you try and make this work by hooking up some inputs to as flip-flops, you may find yourself growing confused!
The solution is to add a "gating network" to the basic R-S flip-flop.

Here "D" stands for data, and 'E' stands for enable. Note that the gating network makes it impossible for R and S to be zero simultaneously.

When E=1, then R=D and S=\overline{D} (NOT-D). Hence, the value of D is stored at Q.

In other words, E=1 enables the bit D to be loaded into the flip-flop.

When E=0, S and R both become 1, and the flip-flop does not change. That is, E=0 blocks the arrival of more data.
Computers are black boxes made of black boxes made of black boxes.

So—in the spirit of ignoring the inner workings once they're understood (or even without ever understanding them), we incorporate the gating network into the box and draw the gated latch like so:

Then here's a parallel register: not the only kind of register, but a genuine member of the breed!

Now what controls the 'enable' input?

On E=1, four bits are simultaneously loaded into the latches!
As soon as you begin storing data, questions of timing arise: how long do you store it? When do you move it? How do you synchronize signals? These issues are so critical that logic with memory is called **sequential**, to distinguish it from the purely **combinational** logic of memory-less networks. To keep the sequential logic in step, **all computers have clocks!**

The clock's pulse is the computer's heartbeat—only instead of a warm, ragged human heartbeat, like this:

The computer's pulse is square and cold:

One clock pulse is the burst of current when clock output = 1. One cycle is the interval from the beginning of a pulse to the beginning of the next. Depending on the computer, the clock frequency may be hundreds of thousands to billions of cycles per second!

Slow computer:

Fast computer:
The idea of using a clock is that the computer's logical state should change only on the clock pulse. Ideally, when the clock hits 1, all signals move, then stop on clock = 0. Then go... then stop... then go...

A typical example is to attach the clock to the “enable” input of a gated latch, in which case the latch becomes known as a “D flip-flop.”

Unfortunately, things are rarely ideal! It takes a non-zero time for a signal to pass along a wire, so things are never perfectly synchronized. For example, suppose at an AND gate, one input is changing from 1 to 0, and the other from 0 to 1.

If A changes after B, the output will have an unwanted pulse.

That pulse is a GLITCH, and brief as it is, it can cause a flip-flop to flop!

We're UNAVOIDABLE!
The glitch is defeated by the **master-slave flip-flop**:

The inverted clock signal to the slave flip-flop delays the data input from arriving at the slave until the end of a clock pulse, after all glitches have died out. For example, suppose we want to load the bit 1 into the flip-flop.

As usual, we draw the whole thing as a single box!
Stringing a number of master-slave flip-flops together makes a **Shift Register**.

Data enter a shift register one bit at a time, shifting to the right with each new clock pulse.

For example, the nibble 1101 would enter the shift register like this:

Each clock pulse brings a new bit into the register. Why doesn't the bit travel all the way through on one pulse? Because of the master-slave flip-flops!

Likewise, the nibble shifts out one bit at a time.

Shift registers are useful when information is to be transmitted serially, or one bit at a time.
Finally, a special kind of register: the **counter**.

Is that like the counter minute hand?

A counter is just what it sounds like: something that counts. In other words, it's a register that increments itself—adds 1 to its contents—whenever a "count" signal arrives:

![Counting Example](image)

Described in that way, a counter sounds easy to make: just combine an adder with a register! This would in fact work, but there's an even slicker way, based on another fancy flip-flop. Consider this master-slave flip-flop, coupled back on itself:

![Master-Slave Flip-Flop](image)

Frillier than I am!
As usual, we abbreviate the whole circuit by this simpler box. The "T" is for Toggle, to indicate that the flip-flop toggles whenever $T=1$. Then here's our counter: each flip-flop toggling at half the rate of the one to its left:

<table>
<thead>
<tr>
<th>COUNT IN</th>
<th>D</th>
<th>C</th>
<th>B</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 1 2 3 4 5 6 7 8 9</td>
<td>0000</td>
<td>0001</td>
<td>0010</td>
<td>0011</td>
</tr>
</tbody>
</table>
A FEW ITEMS OF NOTE:

1. This counter is called an "asynchronous ripple counter," because the count ripples through from one flip-flop to the next. This causes a slight delay before the count is registered.

2. When the 16th count pulse arrives, the counter returns to 0. To go higher than 15, more flip-flops are needed.

3. This 14-bit counter can go from 0 to \(2^{14} - 1 = 16,383\).

4. The \(n\)th flip-flop in a ripple counter divides the incoming pulse by \(2^n\). This is the principle on which digital watches are based: a high-frequency internal clock pulse is divided to a rate of precisely one cycle per second.

5. There are also synchronous counters, which register all bits simultaneously, and counters which return to 0 on any preassigned number. In any case, from now on, a counter is just another black box!
THE AMAZING NAND:

1. SHOW THAT
   A \rightarrow IS THE SAME AS \rightarrow
   B \rightarrow IS THE SAME AS \rightarrow
   A \rightarrow IS THE SAME AS \rightarrow
   B \rightarrow IS THE SAME AS \rightarrow
   CONCLUDE THAT ⇒ ALL LOGIC CAN BE DERIVED FROM THE SINGLE RELATION NAND!!
2. CAN THE SAME BE DONE WITH NOR?

3. SHOW THAT
   IS THE SAME AS

   REDRAW THE ADDER ON P.126 USING ONLY NAND GATES.

4. GIVEN A 4-BIT SHIFT REGISTER,
   SHOW ITS CONTENTS AFTER EACH OF FOUR CLOCK PULSES AS THE WIRE 0011 IS ENTERED.

5. HOW WOULD YOU ATTACH A BUZZER TO A COUNTER TO SOUND WHEN THE COUNT Hits NINE (1001 in binary)?

6. CONVINCE YOURSELF THAT ATTACHING INVERTERS TO THE OUTPUTS MAKES A COUNTER COUNT BACKWARDS.
Now in case you're feeling strangled by spaghetti—

The tangled diagrams on the preceding pages were never intended to trace the complete wiring diagram of any computer. Rather, they are meant to demonstrate how the computer's essential functions—math, comparison, decoding, data selection, and storage—all depend on simple logic.

Now that you presumably believe in the power of logic, no more wiring diagrams are needed!

Onward, to higher levels!
IN THE INFANCY OF ELECTRONIC COMPUTING, MEMORY WAS ALWAYS MORE EXPENSIVE THAN SHEER COMPUTING POWER. PLENTY OF PROCESSING COULD BE DONE WITH RELATIVELY FEW COMPONENTS, BUT EVERY INCREASE IN MEMORY SIMPLY MEANT MORE — MORE ACTUAL, PHYSICAL PLACES TO STORE THINGS!

RESULT: BIG PROCESSORS, SMALL MEMORIES!

SINCE THEN, RESEARCH INTO MEMORY TECHNOLOGY HAS BROUGHT DOWN THE COST CONSIDERABLY. FOR A FEW HUNDRED DOLLARS YOU CAN BUY A MICRO WITH OVER 64,000 BYTES OF MEMORY, COMPARED WITH ENIAC'S MEMORY OF ABOUT 100 NUMBERS* — AT A COST OF MILLIONS!!

AND A HUMAN'S BILLIONS OF NEURONS, COSTING — ?

*ENIAC DID NOT COMPUTE IN BINARY.
THE SAME RESEARCH EFFORT, HOWEVER, HAS PRODUCED A BEWILDERING ARRAY OF MEMORY TYPES AND TECHNOLOGIES!!

CARD MEMORIES, TAPE MEMORIES, DRUM, DISK, BUBBLE, OPTICAL, CORE, CHARGE-COUPLED DEVICE, AND SEMICONDUCTOR MEMORIES; VOLATILE AND NON-VOLATILE, DYNAMIC AND STATIC, DESTRUCTIVE AND NON-DESTRUCTIVE, READ-WRITE, READ-ONLY, PROGRAMMABLE READ-ONLY, ERASABLE PROGRAMMABLE READ-ONLY... PUFF...

HAVE I FORGOTTEN ANYTHING?

I DON'T REMEMBER...

WELL, ONE HAS TO BEGIN SOMEWHERE!!
AN IMPORTANT DISTINCTION EXISTS BETWEEN

ELECTRONIC and

ELECTROMECHANICAL

MEMORY DEVICES.

Electronic memories, with no moving parts, are as fast as the rest of the computer.

Electromechanical memories have moving parts, like disks or reels of tape. This makes them slow—how slow depending on the type of memory.

Electromagnetic memories compensate for their slowness with a gigantic capacity. One hard disk can store up to ten million bytes, compared with a typical micro's main memory of 65,536 (2^16) bytes.
Internal memory can be thought of as a simple grid, with a cell at each intersection. Depending on the computer, each cell can hold one byte, two bytes, or more.

Every cell has a unique address, specifying where it sits in the grid.

In practice, there may be many such grids, in which case the address specifies the grid number, as well as the row and column within it.

Note: Do not confuse a cell's address with its contents!!
WHAT IS THE MAXIMUM NUMBER OF CELLS THE COMPUTER CAN ADDRESS? THIS DEPENDS ON THE LENGTH AND STRUCTURE OF THE COMPUTER'S "WORDS." FOR EXAMPLE, A 32-BIT MACHINE MAY INTERPRET THE FIRST 8 BITS AS AN INSTRUCTION...

8-BIT INSTRUCTION

\[ \begin{array}{c}
1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
\end{array} \]

24-BIT ADDRESS

...AND THE REMAINING 24 BITS AS AN ADDRESS.

IN THAT CASE, ADDRESSES CAN BE ANYTHING BETWEEN

\[ \begin{array}{c}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array} \]

 AND

\[ \begin{array}{c}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\end{array} \]

\[ 2^{24} - 1 \]

GIVING \( 2^{24} \) POSSIBLE MEMORY CELLS.

16,777,216
TO BE EXACT!

AN 8-BIT MICRO, ON THE OTHER HAND, MIGHT PROCESS THREE BYTES IN SUCCESSION:

\[ \begin{array}{c}
0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 \\
\end{array} \]

AN INSTRUCTION,

\[ \begin{array}{c}
1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
\end{array} \]

THE FIRST HALF OF AN ADDRESS,

\[ \begin{array}{c}
0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
\end{array} \]

AND THE SECOND HALF OF AN ADDRESS.

HERE THE ADDRESS IS 16 BITS LONG, GIVING \( 2^{16} = 65,536 \) POSSIBLE ADDRESSES.

16-BIT WORDS ARE OFTEN SPLIT LIKE THIS INTO HIGHER-LEVEL AND LOWER-LEVEL BYTES.
To make addresses shorter and more readable, they’re often expressed in **hexadecimal**, or Base-16, numerals.

\[ 10_{\text{hex}} = 16_{\text{decimal}} \]
\[ 100_{\text{hex}} = 16^2 = 256 \]
\[ 1000_{\text{hex}} = 16^3 = 4096 \]

etc!

Just as base-10 numbers require the digits 0-9, so hexadecimal needs digits from 0 to fifteen. The extras are represented by the letters A-F:

<table>
<thead>
<tr>
<th>Decimal</th>
<th>0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hex</td>
<td>0 1 2 3 4 5 6 7 8 9 A B C D E F</td>
</tr>
</tbody>
</table>

For example:

\[ 4A0D_{\text{hex}} = \]
\[ 4 \times 16^3 \]
\[ + 10 \times 16^2 \]
\[ + 0 \times 16 \]
\[ + 13 \times 1 \]
\[ = 18,957_{\text{decimal}} \]

To convert binary to hex: group the binary number into nibbles, starting from the right. Convert each nibble to a hex digit:

\[ \overline{101} \overline{110} \overline{0101} \overline{1011} \]
\[ = 5 \ C \ 5 \ B \]

To convert hex to binary, just reverse the process.
From the hardware point of view, there are three main types of internal memory.

**CORE**

Memories use little magnetic doughnuts - "cores." Each core can be electrically magnetized in one of two directions, representing 0 and 1.

**RAM**

Uses flip-flops to store bits, so each memory cell is essentially a (parallel) register.

**ROM**

Indicates a 1 or 0 at each grid point by the presence or absence of an electric connection there.
**RAM** STANDS FOR "RANDOM ACCESS MEMORY," MEANING THAT ANY CELL CAN BE ACCESSED DIRECTLY. ROM AND CORE MEMORIES ALSO PROVIDE RANDOM ACCESS, BUT FOR SOME REASON RAM HOGGED THE NAME!

**ROM** STANDS FOR "READ-ONLY MEMORY." A CASE OF SPECIES CONFUSION...

The practical difference between them is that you can only read what's in ROM, while with RAM you can read things out or write them in with equal ease.

In general, when you load a program into the computer, it is stored in **RAM**.
UNFORTUNATELY, RAM IS VOLATILE.

IT FORGETS EVERYTHING WHEN THE POWER IS TURNED OFF.

FOR EXAMPLE, I OWN A BATTERY-POWERED POCKET COMPUTER WITH 1680 BYTES OF RAM. IT CAN STORE UP TO TEN PROGRAMS EVEN WHEN I TURN IT OFF BECAUSE IT KEEPS SOME ELECTRICITY RUNNING THROUGH MEMORY.

BUT WHEN THE BATTERY DIES... BYE-BYE, PROGRAMS!

RAM VOLATILITY IS ONE REASON THAT THE MAGNIFICENT, INFAILLIBLE COMPUTER IS VULNERABLE TO THE VAGARIES OF OUTMODED, ERRATIC POWER GENERATING STATIONS!
**ROM** - "READ-ONLY MEMORY"

Once its contents are entered, can never be rewritten.*

Ordinarily Rom is programmed at the factory, but there are now also PROMs - programmable ROMs - which can be custom-programmed to the user's specifications.

*Except for EPROM - erasable programmable ROM - but we won't get into that!

Unlike RAM, ROM is **non-volatile**: it keeps its contents even without power.

After all, it's nothing but a huge grid of wires with physical connections at some intersections. The connections remain, regardless of electric current.

And when I say "huge," I mean "tiny"!!
SOME TYPICAL USES OF ROM:

Most video game cartridges are programmed in ROM. Just plug it in and it's ready to go! But of course, it can't be reprogrammed either...

You want to play another game, you buy another game, son...

Many personal computers have thousands of bytes of ROM to store the program which in turn allows the machine to "understand" the language called BASIC.

It's called "built-in BASIC!"

And, as we'll see, ROM plays an important role in the computer's control section.
Behind the explosive growth of RAM and ROM is... the incredible shrinking technology!

Etched on silicon chips, the density of components per chip has been doubling every year!

The standard measure of chip storage is the K, short for "kilo" ("chilo" is Greek for 1000), in computerese it means $2^10$, the power of two closest to 1000:

$$K = 1024$$

The first RAM chip with 1K bits of storage was a sensation—but now 64K is common, and the 256K chip has arrived! What's next?

K4K!
Despite the growth of RAM capacity, sometimes it is not the answer to every prayer!!

Show us the way to store more than internal RAM can hold!

Let us protect our data from power losses!

Grant us a program library of frequently used routines!

Give us laser-powered gadgets!
mass storage.

As the name implies, mass storage is memory that can store a lot! Almost all mass storage devices are non-volatile and have a mechanical component that makes them much slower than electronic random access memories.

For example:

**Punch Cards.**

- The cards of Jacquard, Babbage, and Hollerith are still in use!

**Paper Tape.**

- Same idea as punch cards: a hole represents 1, a non-hole 0.

**Magnetic Tape.**

- Stores bits as small magnetic regions, which may be magnetized in one of two directions, representing 1 or 0.
Faster, less bulky, and the current storage of choice is the

**Magnetic Disk**

Disks also store bits as tiny magnetized regions — up to 10 million bytes per disk!

A big computer system usually has multiple disk drives, with phonograph-arm-like read/write heads darting back and forth across the whirling platters.

**Floppies**

Are small, low-cost magnetic disks made of plastic. They always stay in their jackets, because a speck of dust can create a MONSTER GLITCH!

Other, more exotic mass storage technologies include bubble memories, charge-coupled devices, and optical disks read by lasers.
LIKE INTERNAL MEMORY, MASS STORAGE MUST BE ORGANIZED, OR "FORMATTED." TAKE THE FLOPPY DISK FOR EXAMPLE:

Floppies are formatted into rings and sectors — three rings and eight sectors, in this very over-simplified disk. (It's more like 26 sectors and 77 rings in a genuine disk.)

To access a particular block of data, you specify the ring number and sector number. Then the disk drive:

1) Spins the disk until that sector lies under the read/write head

2) Moves the head in or out to the proper ring.

This process takes milliseconds — an eternity to a computer!
Some Typical Uses of Mass Storage:

A gerbil rancher, using a microcomputer to improve productivity, buys the appropriate programs (from BYTE, INC.) stored on floppies.

The only people who can see this list are people who aren't on this list.

And everybody on this list... A government agency (take your pick) maintains files on the citizenry stored on hard disk...

So who am I?

The phone company stores in bubble memory the message: "The number you have reached is not in service..."

Hm... sounds like a verbal gerbil...

Well, you get the picture... Now it's time to move on...
GETTING EVERYTHING UNDER COXERZ.

IN WHICH ALL THE BLACK BOXES ARE FINALLY SEEN TO FIT TOGETHER...

MORE OR LESS!
Along with input/output, memory, and the arithmetic-logic unit, control is the computer's final, critical ingredient. Our old schematic diagram shows the flow of control (→) and information (↔).

It helps to redraw this diagram in a way that better reflects a genuine computer design known as "bus architecture."

The vertical arrows, representing electrical pathways a byte or more wide, are the buses.

According to signals passed along the control bus, addresses and data get on and off the data/address bus, with the proviso that only one "passenger" can ride the bus at a time.

Note that all the arrows on the control bus point away from the control section.
HOW ARE WE TO IMAGINE THIS CONTROL, FROM WHICH ALL
DARK ARROWS POINT AWAY?!

AS A MEGLOMANICAL
ROBOT THAT CAN'T
KEEP ITS ELECTRONIC FINGERS
OUT OF ANYTHING?

A WISE RULER
WHO JUDICIOUSLY
CHOSES THE
TIME FOR EVERY
ACT?

A RELENTLESS
TYRANT WHO
WIELD A WHIP
HAND OVER
REPELLING GLITCHES?

1. MUST-
MAINTAIN CONTROL
AT ALL COSTS.

GO YE AND MULTIPLY!

WELL AT LEAST THE BUSES RUN ON TIME
LIKE ANYONE ELSE, CONTROL REVEALS ITS CHARACTER BY ITS BEHAVIOR... SO LET'S FOLLOW WHAT HAPPENS IN THIS OVERSIMPLIFIED COMPUTER, WHICH FLESHES OUT THE DIAGRAM OF TWO PAGES BACK WITH SOME ESSENTIAL COUNTERS AND REGISTERS.

THIS IS A MINIMAL COLLECTION OF EQUIPMENT. A TYPICAL COMPUTER HAS MORE REGISTERS AND COUNTERS, BUT ALL COMPUTERS HAVE THE ONES SHOWN HERE.
HERE'S WHAT THEY'RE FOR:

**PROGRAM COUNTER**: Ticks off the instructions one by one.

**INSTRUCTION REGISTER**: Holds an encoded version of the instruction being performed.

**ADDRESS REGISTER**: Holds the address of whatever is to enter or leave memory.

**GET ME BYE BYE!**

**ACUMULATOR**: The ALU's main register, keeping a running total of ALU operations.

**COULDN'T SOLVE 1+1 WITHOUT IT!**

**B REGISTER**: An auxiliary register to hold numbers on their way to ALU.

**LIKE A HOTEL THAT REENTS ROOMS BY THE MICROSECONDS!**

**C REGISTER**: Holds data on the way to output.

**IS THERE CONTROL IN THE OUTSIDE WORLD?**

In fact, control spends most of its time just moving the contents of those registers around!
To see how control works, let's follow what happens when the computer adds two numbers—our very first program!

Like everything about computers, programs can be described at various levels. We begin with Assembly Language, which specifies the computer's actual moves, but omits the fine details. At this level, here's how to add two numbers:

1. Load the first number into the accumulator.
2. Add the second number (holding the sum in the accumulator).
3. Output the contents of the accumulator.
4. Halt.
To express this in proper assembly language, we must specify the precise location in memory of the two numbers to be added, and condense the wordy statements into mnemonic* abbreviations. Suppose, for example, that the numbers are stored at addresses 1E and IF (hexadecimal). Our program becomes:

```
A TRUE ASSEMBLY- LANGUAGE PROGRAM!

0. LDA 1E  (*"LOAD ACCUMULATOR WITH CONTENTS OF 1E")
1. ADD IF  (*"ADD CONTENTS OF IF")
2. OUT     (*"OUTPUT CONTENTS OF ACCUMULATOR")
3. HALT
```

*mnemonic = memory-aiding

In general, assembly-language statements have two parts:

The **operator**, which describes the step to be performed

The **operand**, which gives the address on which the operator acts

As in: "perform an appendectomy on the resident of 1561 First Street!"

```
LDA 1E
```

Note however! Some operators don’t need an explicit operand. "Out", for instance, is understood to apply to the accumulator.
Now that we have an assembly language program, how do we feed it to the machine—which only understands 0's and 1's?

The answer is clear: within the machine, each operator is encoded as a string of bits called its "op-code." Some simple samples:

<table>
<thead>
<tr>
<th>OPERATOR</th>
<th>OP CODE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>001</td>
</tr>
<tr>
<td>ADD</td>
<td>010</td>
</tr>
<tr>
<td>OUT</td>
<td>110</td>
</tr>
<tr>
<td>HALT</td>
<td>111</td>
</tr>
</tbody>
</table>

Then a machine instruction consists of an op-code segment, or "field," followed by an address field giving the operand in binary:

LDA 1E = 001 111110

Op-code Field  Address Field
SO HERE'S OUR PROGRAM TRANSLATED INTO MACHINE LANGUAGE:

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0. LDA 1E</td>
<td>001 11110</td>
</tr>
<tr>
<td>1. ADD IF</td>
<td>010 11111</td>
</tr>
<tr>
<td>2. OUT</td>
<td>110 XXXXX</td>
</tr>
<tr>
<td>3. HALT</td>
<td>111 XXXXX</td>
</tr>
</tbody>
</table>

ANY 5 BITS ARE OK FOR THESE ADDRESS FIELDS, AS THEY'LL BE IGNORED!

NOW, (ASSUMING AN INPUT DEVICE)

THE PROGRAM STEPS ARE READ INTO CONSECUTIVE MEMORY ADDRESSES, BEGINNING WITH 0. THE CONTENTS OF MEMORY ARE THEN

<table>
<thead>
<tr>
<th>ADDRESS</th>
<th>CONTENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>001 11110</td>
</tr>
<tr>
<td>1</td>
<td>010 11111</td>
</tr>
<tr>
<td>2</td>
<td>110 00000</td>
</tr>
<tr>
<td>3</td>
<td>111 00000</td>
</tr>
</tbody>
</table>

AND WE ALSO NEED TO ENTER THE DATA: THE TWO NUMBERS TO BE ADDED. ANY TWO NUMBERS WILL DO, SAY 6 AND 121. THEY GO IN ADDRESSES 1E AND IF:

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1E</td>
<td>00000101</td>
</tr>
<tr>
<td>IF</td>
<td>01111001</td>
</tr>
</tbody>
</table>

HOW CAN THE COMPUTER DISTINGUISH DATA FROM INSTRUCTIONS? BY ASSUMING EVERYTHING IS AN INSTRUCTION, UNLESS INSTRUCTED TO DO OTHERWISE!!
ONCE THE PROGRAM IS STORED, CONTROL CAN BEGIN EXECUTION.
IN A SERIES OF EVEN MORE PRIMITIVE STEPS CALLED
MICROINSTRUCTIONS, ONE MICROINSTRUCTION OCCURRING WITH EACH
CLOCK PULSE. ARE YOU READY FOR THE GORY DETAILS?

CONTROL BEGINS BY FETCHING THE FIRST INSTRUCTION: IT—

0.0. MOVES CONTENTS OF PROGRAM COUNTER (00000000) TO ADDRESS REGISTER

0.1. MOVES CONTENTS OF THAT MEMORY ADDRESS TO INSTRUCTION REGISTER

THE INSTRUCTION REGISTER NOW HOLDS THE FIRST INSTRUCTION. CONTROL "READS" IT AND—

0.2. MOVES THE INSTRUCTION REGISTER'S ADDRESS FIELD TO ADDRESS REGISTER

0.3. MOVES CONTENTS OF THAT MEMORY ADDRESS TO ACCUMULATOR

THE ACCUMULATOR IS NOW LOADED WITH THE FIRST PIECE OF DATA. ONE MICROINSTRUCTION REMAINS:

0.4. INCREMENT PROGRAM COUNTER

AND THAT'S STEP 0!
A BIT CONFUSED? LET'S GO THROUGH IT AGAIN WITH THE NEXT STEP, **ADD**.

AGAIN CONTROL BEGINS WITH A "FETCH PHASE":

1.0 **MOVE CONTENTS** OF PROGRAM COUNTER (NOW 00000001) TO ADDRESS REGISTER

1.1 **MOVE CONTENTS** OF THAT ADDRESS REGISTER TO INSTRUCTION REGISTER

THE INSTRUCTION IN THE INSTRUCTION REGISTER, 01011111, CAUSES CONTROL TO:

1.2 **MOVE ADDRESS FIELD FROM INSTRUCTION REGISTER** TO ADDRESS REGISTER

1.3 **MOVE CONTENTS OF THAT MEMORY ADDRESS** TO B REGISTER

1.4 **SIGNAL THE ALU TO ADD AND PUT THE SUM** IN ACCUMULATOR

AGAIN, THERE'S ONE MORE STEP:

1.5 **INCREMENT PROGRAM COUNTER**

GOOD NEWS! IT GETS NO WORSE!
AND FINALLY?

WELL, LUCKILY THE LAST TWO INSTRUCTIONS ARE EASIER:

20 AND 2.1 ARE THE SAME FETCH INSTRUCTIONS AS BEFORE, PUTTING INSTRUCTION 2 ("OUT") IN THE INSTRUCTION REGISTER.

THE OP-CODE (110) CAUSES CONTROL TO:

2.2. MOVE CONTENTS OF ACCUMULATOR TO C REGISTER

2.3. INCREMENT PROGRAM COUNTER

FINALLY, CONTROL FETCHES THE INSTRUCTION 111 ("HALT"), WHICH CAUSES CONTROL TO:

3.2. DO NOTHING

ARE YOU BEGINNING TO SEE WHAT KIND OF BEAST CONTROL REALLY IS??

:SNORE:
I GUESS IT HAS TO COME OUT...
SOB!!
Without too many details, you can think of control roughly like this:

The "microprogram," which connects the inputs to the proper output combinations, is stored in a read-only memory dedicated strictly to this purpose.

The first couple of clock pulses cause control to fetch an instruction...

...and the remaining pulses cause it to execute the instruction.
In real life the situation is more complicated in
detail but the same in principle. There are more
registers, and op-codes are longer than three bits,
allowing control to respond to a much larger
set of instructions. Here's the instruction set
of a genuine processor, the Motorola 6800.

<table>
<thead>
<tr>
<th>Arithmetic</th>
<th>Branch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add</td>
<td>Branch</td>
</tr>
<tr>
<td>Add with carry</td>
<td>Branch if zero</td>
</tr>
<tr>
<td>Subtract</td>
<td>Branch if not zero</td>
</tr>
<tr>
<td>Subtract with carry</td>
<td>Branch if equal</td>
</tr>
<tr>
<td>Increment</td>
<td>Branch if not equal</td>
</tr>
<tr>
<td>Decrement</td>
<td>Branch if carry</td>
</tr>
<tr>
<td>Compare</td>
<td>Branch if no carry</td>
</tr>
<tr>
<td>Negate</td>
<td>Branch if positive</td>
</tr>
<tr>
<td>Logic</td>
<td>Branch if negative</td>
</tr>
<tr>
<td>And</td>
<td>Branch if overflow</td>
</tr>
<tr>
<td>Or</td>
<td>Branch if no overflow</td>
</tr>
<tr>
<td>Exclusive or</td>
<td>Branch if greater than</td>
</tr>
<tr>
<td>Not</td>
<td>Branch if greater than or equal</td>
</tr>
<tr>
<td>Shift right</td>
<td>Branch if less than</td>
</tr>
<tr>
<td>Shift left</td>
<td>Branch if less than or equal</td>
</tr>
<tr>
<td>Shift right arithmetic</td>
<td>Branch if higher</td>
</tr>
<tr>
<td>Rotate right</td>
<td>Branch if not higher</td>
</tr>
<tr>
<td>Rotate left</td>
<td>Branch if lower</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data transfer</th>
<th>Subroutine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load</td>
<td>Call subroutine</td>
</tr>
<tr>
<td>Store</td>
<td>Return from subroutine</td>
</tr>
<tr>
<td>Move</td>
<td>Return from interrupt</td>
</tr>
<tr>
<td>Clear</td>
<td>Miscellaneous</td>
</tr>
<tr>
<td>Clear carry</td>
<td>No operation</td>
</tr>
<tr>
<td>Clear overflow</td>
<td>Push</td>
</tr>
<tr>
<td>Set carry</td>
<td>Pop</td>
</tr>
<tr>
<td>Set overflow</td>
<td>Wait</td>
</tr>
<tr>
<td>Get carry</td>
<td>Adjust decimal</td>
</tr>
<tr>
<td>Get overflow</td>
<td>Enable interrupt</td>
</tr>
</tbody>
</table>

Miscellaneous:
- No operation
- Push
- Pop
- Wait
- Adjust decimal
- Enable interrupt
- Disable interrupt
- Break
One group of these instructions deserves special mention: the branch, or jump, instructions.

As we'll see, these give the computer a lot of its "intelligence." Their effect is to transfer control to another part of the program. The simplest jump instruction is just plain "jump," as in:

```
JMP 123
```

⇒ "JMP 123" causes control to enter 123 in the program counter... and proceed with the program from there.

Even "smarter" are conditional jumps. They transfer control if some condition is satisfied: for instance, "jump if zero" means jump if the accumulator holds 0.

```
JZ 321
```

Otherwise, don't jump!
So you see, control is no tyrant at all. It only does what it's told—completely automatically!

If you really want to imagine the control section's personality, think of a perfectly efficient bureaucrat, acting in strict obedience to the computer's real boss: the program!

Next instruction number: 1111011001010000
"Go To... Go To..."
--Shakespeare
If programs really rule the computer, they deserve a proper scientific name... something in Greek or Latin, preferably...

TECHNICALCULUS?
REGULA RATIONOEROS?
CEHALONEURALGIA?

** But that's not how it is in computer science... instead, programs in general are called SOFTWARE, to distinguish them from the circuit boards, cathode ray monitors, disk drives, keyboards, and other items of computer HARDWARE.**
WHAT'S REALLY FUNNY ABOUT THE NAME IS THAT SOFTWARE IS ONE OF THE HARDEST THINGS ABOUT COMPUTING!

IT SOFTENS THE BRAIN!

WHILE HARDWARE HAS BEEN DROPPING IN PRICE AND GROWING IN POWER, SOFTWARE ONLY GETS MORE HORRENDOUSLY COMPLEX!

GET ME A HAND TRUCK!

WE SEE SMALLER AND SMALLER CHIPS WITH BIGGER AND BIGGER MANUALS!

IT'S OFTEN IMPOSSIBLE TO ESTIMATE HOW MUCH TIME, MONEY AND AGAIN A GIVEN SOFTWARE PROBLEM WILL COST TO SOLVE... WHAT A WAY TO RUN A BUSINESS!

THE THRILL OF COMPUTING!
Likewise there's a difference between the image of hardware and software workers —

Hardware types are engineers... into gadgets... mostly men... bound by the laws of physics...

Programmers have no tool but their brains... they're more often women... supposed to be solitary dreamers whose ideas have nothing to do with the laws of physics!!

Grunt!

Programs these days are so complex that no one person can understand them — so these loners have to work in teams — a spectacle, leave to the reader's imagination...
While Ada Lovelace was the original programmer, the first person to prove the full power of software was Alan Turing (1912-1954).

Turing, who enjoyed long-distance running back when that was considered weird, probably went into computers to shrink the size of his jogging clock.

It's making my stride lopsided!

In 1936 he dreamed up the Turing machine...
TURING MACHINES AREN'T REAL MACHINES... THEY'RE ABSTRACT MACHINES, EXISTING ONLY IN THEORY.

ROUGHLY SPEAKING, A TURING MACHINE IS AN INPUT-OUTPUT DEVICE: A BLACK BOX THAT READS A SEQUENCE OF 0'S AND 1'S.

THE OUTPUT DEPENDS ONLY ON THE PRESENT INPUT (0 OR 1) AND THE PREVIOUS OUTPUT.

THE MAIN THING IS THAT THE CHANGES FROM ONE OUTPUT STATE TO THE NEXT ARE GIVEN BY DEFINITE RULES, CALLED THE TRANSITION RULES.

THE REASON TURING MACHINES ARE IMPORTANT IS THAT THEY ARE A WAY OF THINKING PHYSICALLY ABOUT LOGIC. ANY WELL-DEFINED, STEP-BY-STEP LOGICAL PROCEDURE CAN BE EMBODIED IN SOME TURING MACHINE.

THE NATURE OF THE OUTPUT IS UNIMPORTANT.

A SOFTWARE ENGINEER'S DREAM — NO HARDWARE!
WHAT TURING PROVED IT'S THEORETICALLY POSSIBLE TO CONSTRUCT A SINGLE TURING MACHINE, THE UNIVERSAL TURING MACHINE, WHICH CAN IMITATE ALL OTHER TURING MACHINES!!

THE TRICK IS THAT THE UNIVERSAL TURING MACHINE CAN...

**read instructions!**

That is, to make the universal Turing machine (U) act like machine T, you encode T's transition rules onto U's tape. At each step, U observes its own input, then refers to T's transition rules to see what to do.

⇒ In other words, U is programmable!!
The implications are staggering: A single, programmable machine can perform any well-defined, step-by-step logical procedure. (Remember, Turing saw this ten years before a REAL computer was built.)

John von Neumann carried Turing's ideas a step further. Von Neumann realized that one could:

Build a machine X which builds other machines from plans encoded on tape...

Feed X the plans to itself!

**Self-reproducing machines are possible!!**
The digital computer is a fancy universal Turing machine come to life.

If you call that "life..."

Therefore, as Turing proved, it can do anything (or, more accurately, simulate anything). The only limit is the amount of time at the user's disposal... say, from now until the death of the solar system...

Is that program finished running yet?

To be perfectly honest, there are a couple of other qualifications on that "anything." What kind of "anything" can a computer do?

Can it think?

Can it thum?
IN A WORD, COMPUTERS DO

**ALGORITHMS**

FROM AL-KHWRISM, REMEMBER?

AN ALGORITHM IS SIMPLY ANY WELL DEFINED, STEP-BY-STEP PROCEDURE: A RECIPE, IF YOU WILL!

STEP-BY-STEP, MEANING EACH STEP IS COMPLETED BEFORE THE NEXT IS BEGUN.

WELL DEFINED, MEANING EACH STEP IS COMPLETELY DETERMINED BY CURRENT INPUT AND THE RESULTS OF PREVIOUS STEPS. NO AMBIGUITY ALLOWED!
EXAMPLES OF ALGORITHMS:

"IF NUCLEAR WARHEADS ARE FALLING LIKE HAILSTONES, I WILL LIE DOWN AND TRY TO ENJOY IT. OTHERWISE, I WILL GO TO WORK AS USUAL."

IT'S AN ALGORITHM BECAUSE I ALWAYS KNOW WHAT TO DO:

1. CHECK TO SEE IF WARHEADS ARE FALLING
2. IF YES, LIE DOWN AND ENJOY!
3. IF NO, GO TO WORK.

LIKEWISE, ALGEBRAIC FORMULAS REPRESENT ALGORITHMS

\[ y = x^2 + 2x + 10 \]

IF YOU UNDERSTAND, LIE DOWN AND ENJOY YOURSELF!

1. INPUT A NUMBER X
2. MULTIPLY X TIMES ITSELF
3. MULTIPLY X TIMES 2
4. ADD THE RESULTS OF (2) AND (3)
5. ADD 10 TO THE RESULT OF (4)
EXAMPLES OF NON-ALGORITHMS:

"IF NUCLEAR WARHEADS ARE FALLING LIKE HAILSTONES, LIE DOWN AND TRY TO ENJOY IT."

AND IN THE MEANWHILE?

THIS FAILS TO TELL YOU WHAT TO DO IF NO WARHEADS ARE FALLING... SO IT'S NOT WELL DEFINED.

ANOTHER?

HOW ABOUT \( y = x^{++} + 2x - 10 \)?

THIS IS NO ALGORITHM BECAUSE IT'S NOT EXPRESSED IN PROPER "ALGEBRAIC GRAMMAR." WE ASSIGN NO MEANING TO THE SYMBOLS "++".

IF YOU TRY TO MAKE A COMPUTER DO A NON-ALGORITHM, IT WILL JUST GIVE THERE FLASHING ERROR MESSAGES!
Some standard symbols are used to make algorithms easier to follow. Each step is represented by a specially shaped box. The shape indicates what type of step is to be executed.

There are 4 possibilities:

- Begin or end
- Perform a procedure (add, subtract, etc.)
- Conditional branch
- Input or output

The "flow" of the algorithm is represented by arrows, and when all the symbols are combined, it's a Flow Chart

Go with the flow...
Here are the flow charts of the algorithms from a couple of pages back:

In both algorithms, the flow proceeds in one direction, from start to finish.

It's also possible for the flow of algorithms to jump forward or backward. For example, let's rewrite that first algorithm:

1. If bombs are falling, go to step 2. Otherwise, go to step 4.
2. Lie down and enjoy!
4. Lead a normal life for 24 hours.
5. Go to step 1.
6. End

You may find the flow chart easier to grasp than the written program. Note that it may continue indefinitely!!
Flow charts are useful in helping to design algorithms—simple ones, anyway—and designing algorithms is what computer programming is all about!!

The first step in writing any program is to analyze the job to be done, and see how to do it algorithmically!

Failure to think algorithmically has caused many software nightmares!! Most software designers have horror stories about customers who didn't know exactly what they wanted!!
Let's try a couple more examples...
A little more like what a computer
might actually be asked to do...

"Roommate Receipts"

Two roommates, Lisa and Sophie,
share their meals. They
both shop for food and save
their receipts. At the end of
the month, they want to
know who owes whom how
much.

"Multiple Plug-ins"

This one asks the
computer to
evaluate the
expression
\[ x^2 + 2x + 10 \]
not just at one
value of \( x \), but
for many values,
namely
\[ x = 0, 0.1, 0.2, 0.3, \ldots \text{ and so on... up to 2.0.} \]
For "Roommate Receipts" we reason like so:

Let \( S = \) Sophie's expenses
\( L = \) Lisa's expenses

Then the total expense is \( S + L \), and each roommate's share is \( \frac{1}{2}(S + L) \).

If Lisa outspent Sophie, so \( L > S \), then Sophie owes Lisa
\( \frac{1}{2}(S + L) - S \), or
\( \frac{1}{2}(L - S) \).

Otherwise (when \( S \geq L \)), Lisa owes Sophie
\( \frac{1}{2}(S - L) \).

The algorithm's output is to tell us who owes whom and how much.

* \( > \) means "is greater than"; \( \geq \) means "is greater than or equal to";
\( < \) means "is less than"; \( \leq \) means "is less than or equal to".
In "multiple plug-ins," we want to evaluate a single expression, \(x^2 + 2x + 10\), repeatedly at different values of \(x\) (namely 0.0, 0.1, 0.2, ..., 1.9, 2.0).

The core of the algorithm will be this loop:
1. Plug the current value of \(x\) into \(x^2 + 2x + 10\)
2. Print the result
3. Next \(x\)
4. Return to step 1.

We also have to specify what \(x\) to start with, when to stop, and how to compute "next \(x\)."

Note how the flow chart shows how the program loops back, plugging in successive values of \(x\) until \(x\) exceeds 2.
Now the $738 question: ($64 after inflation):

How do you write an algorithm that's intelligible to a computer?

In other words, how do you program a computer?

Unfortunately, you have to speak the computer's language—because the computer is still too stupid to understand yours!

What language does the computer understand?

It may be fast, but it's thick!
At the very beginning, programmers wrote directly in "machine language"—binary code. This was obviously a headache!

Soon they switched to assembly language (see p. 174), aided by automatic "assemblers," which translated assembly language mnemonics into machine code. Still something more was needed!

And finally, the higher-level programming languages were invented. These contain familiar English-like commands, such as "paint," "read," and "do," which are translated into machine language by complex programs called compilers or interpreters. Higher-level programs are sometimes called "source code," and the machine-language translation is called "object code."
The first higher-level language was **FORTRAN** ("formula translator"), which made its debut in the early 1950s. Since then, literally hundreds of languages have been written, each with its own army of rabid devotees.

We're going to take a quick look at **BASIC**—Beginner's All-Purpose Symbolic Instruction Code. BASIC is easy to learn and widely used, despite criticism (especially by Pascal admirers) that it promotes "bad programming habits."

It can't handle subroutines with local variables, for God's sake! Full of bugs, and "GO TO" is an idea alien to the human psyche.

With apologies to Pascal, then, here's a little BASIC...
There are two ways to write a Basic program: with pencil and paper, or directly at the computer.

It's good practice to plan programs on paper first, to work out the essential ideas and structure, but eventually you must sit down at that keyboard!

Some machines are ready for Basic as soon as you turn them on. Others only bring it up on command. If in doubt, ask!
When the computer is ready, it gives you a "prompt" of some kind: the word "READY" or just the sign ">".

The computer keyboard resembles a standard typewriter's "QWERTY" keyboard... except that as you type, characters appear on the CRT (cathode ray tube) screen, instead of on paper. To go to the next line, hit the RETURN (Z) key.

Here is a simple BASIC program:

```
10 REM BASIC MULTIPICATION
20 READ A, B
30 DATA 5.6, 1.1
40 LET C = A*B
50 PRINT "THE PRODUCT IS" ; C
60 END
```

The program is now stored in memory. To run it, type "RUN", followed by the RETURN key. The screen displays:

```
RUN
THE PRODUCT IS 6.16
```

Basic math:
- A+B as usual
- A-B
- A*B... A times B
- A/B... A divided by B
- A^B... A to the Bth power
Every line begins with a **line number** (10, 20,...). Every line of a Basic program must have a number! It's wise to count by tens, so you can insert lines later.

> The first line (10) is a **remark**. Remarks explain the program but aren't executed by the computer. The prefix "REM" identifies remarks. We might insert one here:

```
20 READ A, B
25 REM These are the #s to be multiplied
30 DATA 5.6, 1.1
```

> Program statements consist of instructions ("LET", "FR"), numbers (5.6, 1.1), variables (A, B, C), **text** ("the product is"), and punctuation.

```
50 PRINT "The product is": A * B
```

> Each of these has a precise meaning!
A numerical variable in BASIC is like a variable in algebra. It assumes a numerical value, which may vary (but it has only one value at a time!). Only these symbols can be used as variables:

A, B, C, D,... Z
A0, B0, ... and Z0
A1, B1, ... everything in between! Z1
::
A9, B9, ... Z9

There are several ways to assign a value to a variable: one is the READ-DATA statement.

20 READ A, B
30 DATA 5.6, 1.1

This instructs the computer to assign the numerical values in the DATA statement—in order—to the variables in the READ statement.

20 READ A, B, C
30 DATA 5.6, 1.1

This is a bug!
Another way to assign values to variables is with

\[
10 \text{ LET } Q = 6.5 \\
20 \text{ LET } R = 2 \times Q \\
30 \text{ LET } S = Q^2 + R + 10
\]

The \textit{LET} statement assigns the value on the \textit{right} of the equality sign, \textit{"="}, to the variable on the \textit{left}. The right-hand side may be a number, or some mathematical expression involving other variables — as long as they already have values!!

\[
10 \text{ LET } Q = 6.5 \\
20 \text{ LET } Q = 0.5 \times R \\
30 \text{ LET } S = Q^2 + R + 10
\]

Here, statement 20 does not assign any value to \( R \), because \( R \) is not on the left side of \( '=' \). In fact, if \( R \) hasn't been assigned some value earlier in the program, then statement 20 gives \( Q \) an indeterminate value! But —

\[
10 \text{ LET } M = 0 \\
20 \text{ LET } M = M + 1 \\
30 \text{ LET } M = M + 1
\]

These strange-looking statements are perfectly o.k! "Let \( M = M + 1 \)" means "Assign to the variable \( M \) a value equal to its current value plus 1."
PRINT

This is an output command, meaning "display on the screen," not "print on paper."

WHAT CAN BE PRINTED?

You can print any text:
10 PRINT "ANY NUKES TODAY?"
RUN
ANY NUKES TODAY?

Print a variable and you get its value:
10 LET X = 77001
20 PRINT X
RUN
77001

But—
10 LET X = 77001
20 PRINT "X"
RUN
X

Print a mathematical expression and you get its value:
10 LET Z = 1.5
20 PRINT Z^2 + 2*Z + 10
RUN
15.25

Because
(1.5)^2 + 2*1.5 + 10
= 2.25 + 3.0 + 10 = 15.25
A SEMICOLON AFTER A PRINT STATEMENT CAUSES THE NEXT PRINT STATEMENT TO DISPLAY ITS OUTPUT ON THE SAME LINE AND DIRECTLY AFTER THE FIRST ONE'S:

10 LET A = 1  
20 PRINT "INFINITY IS MORE THAN";
30 PRINT A  
RUN
INFINITY IS MORE THAN 1

IT'S O.K. TO ABBREVIATE THIS:

10 LET A = 1  
20 PRINT "INFINITY IS MORE THAN"; A  
RUN
INFINITY IS MORE THAN 1

FOR EXAMPLE, WE COULD REWRITE THE PROGRAM ON P. 208.

10 REM BASIC MULTIPLICATION  
20 READ A,B  
30 DATA 5.6, 1.1  
40 LET C = A*B  
50 PRINT "THE PRODUCT OF "; A; " AND "; B; " IS "; C; "."  
60 END
RUN
THE PRODUCT OF 5.6 AND 1.1 IS 6.16.

> THERE ARE ALSO SOME NIFTY TRICKS USING THE COMMA AND PRINT, BUT WE WON'T GET INTO IT...
**INPUT**

This statement allows the user to assign values to variables while the program is running.

The form of the statement:

```
INPUT A
```

When the program runs and reaches an input statement, the screen displays:

```
A
```

This indicates that the program has halted, awaiting input. You type some number (followed by "RETURN" as always!):

```
5.6
```

And the program continues running.

"INPUT" and "PRINT" can be used in combination to let you know what sort of input is expected:

```BASIC
10 PRINT "DIVISION"
20 PRINT "TYPE THE NUMERATOR.
30 INPUT N
40 PRINT "TYPE THE NON-ZERO DENOMINATOR."
50 INPUT D
60 PRINT N; "/"; D; " = "; N/D
70 END
```

Run

```
RUN
```

Type the numerator:

```
5
```

Type the non-zero denominator:

```
8
```

```
5/8 = 0.625
```
**GO TO**

"Go to (line number)" transfers control to a line other than the next. The program then continues from there, as in this endless loop:

```
10 LET A=0
20 PRINT A
30 LET A=A+1
40 GO TO 20
```

**IF-THEN**

This is the unconditional branching instruction.

It has the general form:

```
IF (condition) THEN (line number).
```

The condition has the form:

```
NUMERICAL EXPRESSION
{= < <= } *
{ > > = } NUMERICAL EXPRESSION
```

As in

```
IF A=C then 30
```

This always includes the unstated instruction, "otherwise, go to the next line."

* < less than, <= less than or equal to, > greater than, >= greater than or equal to, <> does not equal.

```
10 LET A=0
20 PRINT A
30 LET A=A+1
40 IF A=C then 20
50 END
```

"otherwise, next line!"
This is enough to write basic programs for the two algorithms from p. 201:

**Roommate Receipts**

**The Flow Chart:**
- **BEGIN**
- **INPUT** \( L, S \)
- **YES** \( L > S \)? **NO**
  - **COMPUTE** \( (L - S)/2 \)
  - **PRINT** "LISA OWES SOPHIE" \( (L - S)/2 \)
- **END**

**The Program:**
10 PRINT "LISA SPENT"
20 INPUT L
30 PRINT "SOPHIE SPENT"
40 INPUT S
50 IF \( L > S \) THEN 80
60 PRINT "LISA OWES SOPHIE"; \( (S - L)/2 \)
70 GO TO 30
80 PRINT "SOPHIE OWES LISA"; \( (L - S)/2 \)
90 END

See how "IF-THEN" and "GO TO" are used? If \( L > S \), then lines 60 and 70 are NOT executed. Otherwise, they are executed, and line 60 ensures that line 80 is skipped.

If the program is run:
- **RUN**
- LISA SPENT
  - ? 93.75
- SOPHIE SPENT
  - ? 77.30
- SOPHIE OWES LISA 8.185

Now we need a program to round off the half penny!
**MULTIPLE PLUGINS**

**THE FLOW CHART:**
- **BEGIN**
- \( X = 0 \)
- **PRINT** \( X \) AND \( X^2 + 2X + 10 \)
- **ADD 0.1 TO X**
- **FLOW DIAGRAM** \( X \leq 2 \) ?
- **NO**
- **END**

**THE PROGRAM:**
10 REM LINE 20 PRINTS A HEADING
20 PRINT "X" Y"" 5 SPACES
30 LET X = 0
40 LET Y = \( X^2 + 2X + 10 \)
50 PRINT \( X^3 \) " 3 SPACES
60 LET X = X + 0.1
70 IF \( X < 2 \) THEN 40
80 END

**RUN:**
- \( X \)
  - 0
  - 0.1
  - 0.2
  - 0.3
  - 0.4
  - 0.5
  - 0.6
  - 0.7
  - 0.8
  - 0.9
  - 1
  - 1.1
  - 1.2
  - 1.3
  - 1.4
  - 1.5
  - 1.6
  - 1.7
  - 1.8
  - 1.9
  - 2
- \( Y \)
  - 10
  - 10.21
  - 10.44
  - 10.69
  - 10.94
  - 11.25
  - 11.56
  - 11.89
  - 12.24
  - 12.61
  - 13
  - 13.41
  - 13.84
  - 14.29
  - 14.76
  - 15.25
  - 15.76
  - 16.39
  - 16.84
  - 17.41

**YOU COULD DRAW A GRAPH WITH THIS INFORMATION:**

**GAPS A RESULT OF NOT USING ALL OF BASICS FORMATTING ABILITIES!**
The "multiple plug-ins" loop is so typical that all programming languages have special commands just for such repetitions. In BASIC, it's

```plaintext
30 LET X=0
... 
60 LET X=X+.1
70 IF X<=2 THEN 30
```

This replaces these three lines:

```plaintext
30 FOR X=0 TO 2 STEP .1
... 
60 NEXT X
```

The statement initially sets the variable equal to the lower limit, executes the lines up to "next," increments the variable by the amount "step," and repeats the loop until the upper limit is exceeded.

A simple example:

```plaintext
10 FOR I=1 TO 4
20 PRINT I*I
30 NEXT I
40 END
```

Omitting "step" automatically makes increment 1.

```
; PEEK NEXT
```
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1. WHAT DOES THIS PROGRAM DO?

```
10 INPUT N
20 FOR I = 1 TO N
30 PRINT I*I
40 NEXT I
50 END
```

2. REWRITE THE "MULTIPLE
   PLUG-INS" PROGRAM USING
   THE "FOR NEXT" STATEMENT.

3. WRITE A PROGRAM WHICH
   ADDS THE INTEGERS
   (WHOLE NUMBERS) FROM
   1 TO 1,000,000.
   DITTO FROM 1 TO N, FOR
   ANY N.

4. IN THE FIBONACCI SEQUENCE
   0, 1, 1, 2, 3, 5, 8, 13, 21, 34,...
   EACH NUMBER IS THE SUM OF
   THE PREVIOUS TWO NUMBERS.
   WRITE A PROGRAM WHICH
   GENERATES THIS SEQUENCE.

5. READ ENOUGH OF A BASIC
   TEXTBOOK TO WRITE A
   "ROOMMATE RECEIPTS" PROGRAM
   FOR ANY NUMBER OF
   ROOMMATES.
THERE ARE PLENTY OF OTHER BASIC FEATURES, ENOUGH TO FILL ENTIRE BOOKS — AND IN FACT TONS OF BOOKS ON BASIC HAVE BEEN PUBLISHED.

SO... IF YOU'RE INTERESTED IN DISCOVERING STRING VARIABLES, SUBROUTINES, FUNCTIONS, ARMS, NESTED LOOPS, HOW TO DEAL WITH DISKS AND AVOID BUGS, ETC ETC ETC, THEN GO TO YOUR LOCAL LIBRARY OR BOOKSTORE AND GET STARTED!!
SOFTWARE SURVEY

Here's a look at several important areas of software which have emerged in the years since ENIAC...
APPLICATIONS SOFTWARE does "REAL WORLD" jobs, while SYSTEMS SOFTWARE exists purely to regulate the computer system itself.

A system typically consists of one or more input/output devices (terminals, printers, card readers, communications ports), processors, memory units (main and mass), and who knows what else. Something has to coordinate it all!
The program that does it is called the **Operating System**.

If you think of the computer's core as a giant electronic filing cabinet (with a calculator attached), then the operating system

- creates the structure of the files
- manages memory so that different files don't bump into each other
- regulates access to the files and the movement of information to and from other parts of the system...

**ETC.**

Besides the operating system, system software includes other programs "in the system," such as loaders (which load programs into memory) and compilers (which translate higher-level language into machine code).

ALL INVISIBLE TO THE USER!
A DATA BASE MANAGEMENT PROGRAM ORGANIZES, UPDATES, AND PROVIDES ACCESS TO THE DATA BASE.

IN THE CASE OF AN AIRLINE, FOR EXAMPLE, THE COMPUTER HAS TO BOOK RESERVATIONS, ASSIGN SEATS, ERASE RESERVATIONS WHEN THE CUSTOMER CANCELS, MAKE REASSIGNMENTS IF A FLIGHT IS CANCELED, PRINT THE TICKETS, AND PROVIDE ALL THE FLIGHT INFORMATION TO TRAVEL AGENTS—WORLDWIDE!!
WORD PROCESSING

A "PERSONAL" USE FOR COMPUTERS...

Word processing software allows you to write, edit, and format text—all from the same keyboard. You can go from first to final draft electronically, before ever printing a word.

There are also programs to correct spelling— and even to fix syntax and grammar. Soon illiterate will be creating masterpieces!

A small computer with word processing can be quite inexpensive... The catch is that a "letter quality" printer can cost ten times the price of a typewriter!

An incentive to computer crime!
SCIENCE DEPENDS ON MATHEMATICS, AND COMPUTERS ARE SUPER MATH MACHINES. THE FASTEST, MOST POWERFUL COMPUTERS ARE MAINLY APPLIED TO SCIENTIFIC PROBLEMS.

CRAY-1 COMPUTER, CAPABLE OF 100 MILLION OPERATIONS PER SECOND!!

THESE "SUPERCOMPUTERS" EXCEL AT SIMULATION. THE IDEA BEHIND SIMULATION IS TO FEED THE COMPUTER THE EQUATIONS GOVERNING A PHYSICAL SYSTEM AND THEN MATHEMATICALLY "MOVE" THE SYSTEM ACCORDING TO THESE EQUATIONS.

TIME SPACE TRAVEL: A COMPUTER CAN GUIDE A CRAFT TO THE MOON, BECAUSE IT CAN INTERNALLY SIMULATE THE ENTIRE FLIGHT!!
Computers can simulate:

- The interior of a star—or a nuclear explosion...
- The evolution of an ecosystem...
- A lens

Climate (although even the fastest computer isn't fast enough to predict the weather).

I'll tell you tomorrow's weather next week!
FROM THE SIMPLEST 'PONG' SCREEN TO THE MOST SOPHISTICATED FLIGHT SIMULATOR, THE IDEA IS THE SAME:

DIVIDE THE SCREEN AREA INTO A LARGE NUMBER OF TINY RECTANGLES ('PIXELS') AND ASSIGN EACH ONE A COLOR AND BRIGHTNESS.

THAT'S WHY COMPUTER PICTURES HAVE CORNERS!

BUT THERE ARE ALSO ALGORITHMS FOR SMOOTHING CORNERS!

UNFORTUNATELY, IT TAKES A LOT OF COMPUTER POWER TO DO FANCY GRAPHICS. SMALL COMPUTERS MOSTLY DO THINGS LIKE MAKE PIE CHARTS...

IF ONLY THEY COULD MAKE REAL PIES... THEN I'D BE IMPRESSED!
The biggest computer system outside government belongs to the Telephone Company. A voice (or any other signal) can be digitally encoded, transmitted, and decoded.

Computers also control the routing and switching of calls through the network and keep track of everyone's bill.

Computers can be programmed to recognize particular words or groups of words—a capability not lost on the intelligence community.

We can automatically record any conversation continuing words I can't say because I don't want to be recorded.
Artificial Intelligence

Despite their incredible speed and accuracy, computers are lousy at pattern recognition, analysis, music-playing, and understanding human language!

**Can a machine be programmed to think?**

*Er... well... um... ah- let me see...*

Actually, we know very little about how thinking works...

So a better question is: how can you tell if a machine is thinking?

Alan Turing suggested this test: suppose you could communicate with someone or someone, concealed from view. If, on the basis of the conversation, you couldn't say whether it was machine or human, you would have to say it was thinking!

It's a machine!

Yeah, well... I have my doubts about you, Jack!

I personally dislike this criterion, on the grounds that a simulation isn't the real thing...
This philosophical muddle hasn't stopped people from trying to make machines think. They've had some success with so-called expert systems, which mimic human experts in various fields.

**How do you create an expert system?**

First, interview a bunch of experts — geologists, for example — and force them to spell out the algorithms behind their skills, hunches, and brainstorm.

Then load the computer's memory with the humans' knowledge base... and the result is (sometimes) a program which can outperform any human!
CRYPTOGRAPHY

There are standard codes like ASCII (p. 128) for converting written text into binary. But what about using computers for secret codes??

Secret codes used to be strictly military and spy stuff, but now more and more sensitive information is stored in computer systems:

- Medical records
- Bank records
- Census data
- Income tax records
- Grade transcripts
- Corporate means, etc.

Scrambling data has become an important way of protecting privacy!!
ORDINARILY, INFORMATION IS STORED AS A BINARY STRING AND A COMPUTER CAN READ: THE PLAINTEXT, IN CRYPTOGRAPHIC JARGON. TO ENCRYPT IT YOU APPLY SOME ALGORITHM $S$, WHICH CONVERTS IT TO A SCRAMBLED MESSAGE CALLED THE CYPHERTEXT.

$$\text{PLAINTEXT} \xrightarrow{S} \text{CYPHERTEXT}$$

THEORETICALLY, IT'S IMPOSSIBLE TO RECONSTRUCT THE PLAINTEXT FROM THE CYPHERTEXT WITHOUT KNOWING SOMETHING ABOUT $S$ ... HOWEVER, A POTENTIAL CODEBREAKER COULD PUT A COMPUTER TO WORK SEARCHING FOR $S$.

TO BE SECURE, $S$ HAS TO BE SO COMPLICATED THAT EVEN THE FASTEST COMPUTER WOULD TAKE, SAY, A FEW MILLION YEARS TO FIGURE IT OUT!

RECENTLY, THE NATIONAL BUREAU OF STANDARDS APPROVED A FAMILY OF ALGORITHMS AS A DATA ENCRYPTION STANDARD FOR THE NATION. SEVERAL SCIENTISTS SUSPECT THAT THIS STANDARD IS JUST COMPLEX ENOUGH TO STYMIE ORDINARY COMPUTERS, BUT NOT TOO TOUGH FOR THE NINE ACRES OF COMPUTERS OF THE NATIONAL SECURITY AGENCY!
CAD/CAM: COMPUTER-AIDED DESIGN
COMPUTER-AIDED MANUFACTURE

Using a combination of speedy calculation and high-resolution graphics, computers can help design nearly anything — from jets to lenses to type styles to other computers.

A bit to the left, please!

Then they can go on to control automatic manufacturing processes as well. Yes, robots are already here!!
The military can use just about every type of software we've mentioned—and then some!

EMAC was built for calculating ballistics... now we have ballistic missiles!

Flight simulators can train pilots right on the ground...

Supercomputers help design nukes...

Great graphics on these!

Then there are the famous "smart" missiles, moving target...

I'm about to blow myself up... how smart is that?

Mercy!

...not to mention data processing and cryptography...

So great is the defense department's software need that they have their own programming language: ADA, named after the unfortunate lady Lovelace.
This little survey only begins to suggest the range of software currently available. Every day there's more... some programs move into new areas, while others integrate existing routines into new, more powerful packages.

If you're looking for opportunity in the computer business, consider this: the total consumption of software, which began as a small fraction of computing costs, is expected to reach many times the amount spent on hardware over the next few decades!
IN CONCLUSION,

A FEW WORDS ABOUT THIS FAMILIAR SENTENCE:

COMPUTERS ONLY DO WHAT PEOPLE TELL THEM TO DO!

(WHICH IS WHAT COMPUTER SCIENTISTS SAY WHEN THEY WANT TO BE REASSURING...)
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Technically, it's true, in the sense that software controls computers, and people write software...

But who controls people?!!

For example, suppose a nation's strategic planners decided to program their computers to order a missile attack automatically on warning. Considering that U.S. defense computers sound several false alarms a year, is this reassuring??
MY CALCULATOR SAYS
$2^{10} = 65,536.001$
(REALLY!)

ANOTHER PROBLEM IS THAT
ALGORITHMS DON'T ALWAYS
DO EXACTLY WHAT THEY
ARE SUPPOSED TO.

LARGE SOFTWARE SYSTEMS ARE WRITTEN BY TEAMS
OF PROGRAMMERS. LIKE THE ELEPHANT, NO ONE
UNDERSTANDS THE WHOLE THING!

COMPUTERS ROUTEINLY DO BIZARRE AND
UNEXPECTED THINGS, ESPECIALLY WHEN
RUNNING NEW, UNTESTED SOFTWARE!

I'M GETTING TO
BE A TIRED
METAFORM!
FINALLY, CONSIDER THIS OMNIOUS ALGORITHM:

While no computer is intelligent, mobile, or well-equipped enough — yet — to execute these instructions, such a machine remains a theoretical possibility. This program would make it something very much like a competing life form!!!
AND IF YOU THINK THAT BECAUSE "IT'S ONLY A MACHINE," YOU CAN ALWAYS TURN IT OFF, PONDER THE WORDS OF NORBERT WIENER, A SCIENTIST WHO THOUGHT DEEPLY ABOUT THESE THINGS:

"TO TURN A MACHINE OFF EFFECTIVELY, WE MUST BE IN POSSESSION OF INFORMATION AS TO WHETHER THE DANGER POINT HAS COME. THE MERE FACT THAT WE HAVE MADE THE MACHINE DOES NOT GUARANTEE THAT WE SHALL HAVE THE PROPER INFORMATION TO DO THIS.... THE VERY SPEED OF... MODERN DIGITAL MACHINES STANDS IN THE WAY OF OUR ABILITY TO PERCEIVE AND THINK THROUGH THE INDICATIONS OF DANGER." *

So welcome to the information age, and happy computing!!
Some Further Reading:

MEDIEVAL AND EARLY MODERN SCIENCE by D. C. Oram. Tells how Islamic science came to Europe.


HISTORY OF MATHEMATICS by H. Eves. Don't miss the story of Napier's "pencil"

THE COMPUTER FROM PASCAL TO ENIAC by N. Goldstine. The definitive account of ENIAC.

CHARLES BABBAGE, FATHER OF THE COMPUTER by D. Taliff. An easy read.

CHARLES BABBAGE AND HIS CALCULATING MACHINES by R. E. Morison. In his own words!

SYMBOLIC LOGIC AND THE GAME OF LOGIC by Lewis Carroll. Millions of silly syllogisms.

THE MATHEMATICAL THEORY OF COMMUNICATION by C. Shannon. Contains two parts: one with no math and one without math.


UNDERSTANDING DIGITAL ELECTRONICS by D. C. Oram. Modern circuits.

UNDERSTANDING DIGITAL COMPUTERS, by B. Nang. A personal favorite, but look out for minirupts!

INTRODUCTION TO MICROCOMPUTERS, by R. B. Goren. Very detailed.

UNDERSTANDING COMPUTER SCIENCE, by R. S. Baker. More advanced topics.

ILLUSTRATING BASIC by D. Alcock. A quick course, using amusing cartoons.


PASCAL PRIMER by D. Fox & M. White. It helps to know BASIC before reading this.

FORTRAN COLORING BOOK by R. Kaufman. Witty, bordering on crazy.

CP/M PRIMER by S. Murthy & M. White. A popular operating system explained.

COMPUTER DICTIONARY FOR EVERYONE by D. Stenbus. A 400-page glossary in search of a book!
Abacus, 32–34, 43
Abbreviations, mnemonic, 175
Abstract symbol-manipulation, 42
Accumulator, 173
Ada programming language, 235
Adder, 123
1-bit, 125–126
Address register, 173
Addition, 59
Addresses, 155
possible, 156
Aiken, Howard, 72
Algebra, 40
Boolean, 101–105
Algorithms, 41, 195
examples of, 196
examples of non-algorithms, 197
flow of, 198
Al-Khwarismi, 40
Alphabet, 30–31
Alphabetical order, 31
Alphanumeric information, 130
Arithmetic logic unit (ALU), 130–132
American Standard Code for Information Interchange (ASCII), 128
Analysis, 200
Analytical Engine, 53–55
AND-gate, 107
multiple-input, 111
seatbelt buzzer in, 109
AND logical operator, 103
Applications software, 212
Arabs, 40–43
Arithmetic logic unit (ALU), 130–132
Arithmetic on paper, 39
Arithmetic table, Chinese, 29
Artificial intelligence, 230–231
ASCII (American Standard Code for Information Interchange), 128
Assembler, 205
Assembly language, 174–176
Assembly language statements, 175
Asynchronous ripple counter, 148
Automated type-setter, 54
Automatic switches, 106–109
B register, 173
Babbage, Charles, 51–56, 58
Babbage’s Law, 58
Ballistic tables, 74
Ballistics, 73
BASIC language, 162, 206
basic, 207–209
Begin box, 198
Binary calculation, 121
Binary code, 205
Binary coded decimal, 127
Binary numbers, 115
adding two, 121
counting in, 120
multiplying, 122
subtracting, 122
translated into decimal numbers, 119
Binary strings, 130
Bits, 123
carry, 125
Bone, tally, 20, 23
Boole, George, 101
Boolean algebra, 101–105
Boxes, specially shaped, 198
Branch instructions, 183
Bubble memories, 166
Bugs, 210, 211
Bus architecture, 170
Bytes, 123
C register, 173
CAD/CAM, 234
Flip-flops, 133-137
master-slave, 144
Floating point representation, 127
Floppy disks, 166-167
Flow charts, 198-200
examples of, 199
for multiple plug-ins, 203
for roommate receipts, 202
For-next commands, 218
FORTRAN, 206
Gating network, 140
Gene, 12
Glitches, 143
Go-to statement, 215
Grammar, laws of, 18
Graphics, 228
Gravitation, theory of, 45-46
Greek mathematicians, 33
Handfuls, counting by, 24-25
Hardware, 187
Hertz (one cycle per second), 142
Hexadecimal numerals, 157
Higher-level programming languages, 205
Hindus, 37-38
Hollerith, Herman, 60, 64
IBM, 64
IBM Personal Computer, 96
If-then statement, 215
Incas, 22
Increments, 146
Inductive logic, 99
Industrial Revolution, 49
Information
ages of, 1-86
alphanumeric, 130
computers and, 6
defined, 7-8
excess, 3-4, 86
external storage of, 20
forms of, 8-9
power of, 12
stored, 10
Information flow, 93-94
Information processing, 11
understanding, 90
Information theory, 7
Input, 48, 92, 95
card-reading device, 54
disallowed, 137
flip-flop, 137
Input box, 158
Input-output (I/O) tables, 110, 112-113
Input statement, 214
Input wire, 106
Instruction register, 173
Instruction set, Motorola 6800, 182
Instructions, 48
branch or jump, 183
8-bit, 156
encoding, 79
fetching, 178
machine, 176
microinstructions, 178
to mill, 53
Integers, 127
Integrated circuits, 84
Integration, large-scale and very large-scale, 84
Intelligence, artificial, 230-231
Internal memory, 155
Interpreters, 205
Inverters, 108
I/O (input-output) tables, 110, 112-113
Jacquard, Joseph Marie, 50
Japanese calculation of pi, 29
Jump, conditional, see Conditional jumps
Jump instructions, 183
K (kilo), 163
Language
assembly, see Assembly language entries
BASIC, see BASIC language expressive, 17
higher-level programming, 205
machine, 177
Large-scale integration (LSI), 84
Latches, 138
gated, 140
Leibniz, Gottfried Wilhelm, 47
Let statement, 211
Life form, 13
competing, 240
Line numbers, 209
Loaders, 223
Logic, 99
  combinational, 142
  laws of, 18
  sequential, 142
  simple, 150
  symbolic, 101
Logic gates, multiple-input, 111
Logic unit, arithmetic (ALU), 130-132
Logical operations, 98
Logical operators, 103-104
Logical spaghetti, 87-184
Loom, Jacquard, 50
Looping, value of, 57
Lovelace, Ada, 56-58
Machine instruction, 176
Machine language, 177
Magnetic disks, 166
Magnetic tape, 165
Mainframes, 85
Mark I, 72
Mass storage, 165
  uses of, 168
Mauchly, John, 74
Mechanical calculators, 59
Megahertz, 85
Memory, 94, 95
  bubble, 166
  core, 158
  electromechanical, 154
  electronic, 154
  internal, 155
  random access (RAM), 159
  read-only, see Read-only memory
Memory unit, 54
Merge program, 81
Messages, form of, 16
Messenger RNA, 12
"Method of the Celestial Element, The," 29
Microcomputer, 85
Microinstructions, 178
Microprogram, 181
Military software, 235
Mill of the Analytical Engine, 53-55
Minicomputer, 85
Mnemonic abbreviations, 175

Modem, 96
Motorola 6800 instruction set, 182
"Mouse," electric, 7
Multiple-input logic gates, 111
Multiplication, binary, 122
Music, 9
NAND-gate, 134
Napier, John, 47
"Napier's bones," 47
Newton, Isaac, 45
Nibbles, 124
NOR-gate, 138
NOT logical operator, 104
Nucleotide pairs, 12
Number system
  Chinese, 27-29
  Egyptian, 26
Numbers, 28
  binary, see Binary numbers
  hexadecimal, 157
Numerical variables, 210-211
Object code, 205
Op-code, 176
Operand, 175
Operating system, 223
Operations, logical, 98
Operator, 175
  logical, 103-104
Optic nerve, 8
Optical disks, 166
OR-gate, 108
  multiple-input, 111
  OR logical operator, 103
Order, alphabetical, 31
Output, 54, 92, 95
Output box, 198
Output wire, 106
Paper, 37
  arithmetic on, 39
Paper tape, 165
Papermaking, 43
Parallel registers, 141
Pascal, 206
Pascal, Blaise, 47
Personal Computer, IBM, 96
Pi, Japanese calculation of, 29
<table>
<thead>
<tr>
<th>Switches (cont'd)</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>electromechanical, 71</td>
<td></td>
</tr>
<tr>
<td>patterns of, 70</td>
<td></td>
</tr>
<tr>
<td>Symbol-manipulation, abstract, 42</td>
<td></td>
</tr>
<tr>
<td>Symbolic logic, 100</td>
<td></td>
</tr>
<tr>
<td>Synchronous counters, 148</td>
<td></td>
</tr>
<tr>
<td>Systems, 222</td>
<td></td>
</tr>
<tr>
<td>expert, 231</td>
<td></td>
</tr>
<tr>
<td>operating, 223</td>
<td></td>
</tr>
<tr>
<td>Systems software, 222</td>
<td></td>
</tr>
<tr>
<td>Tabulators, census, 60</td>
<td></td>
</tr>
<tr>
<td>Tally bone, 20, 23</td>
<td></td>
</tr>
<tr>
<td>Tape, paper and magnetic, 165</td>
<td></td>
</tr>
<tr>
<td>Tartaglia, Niccolo, 45</td>
<td></td>
</tr>
<tr>
<td>Telephone company, 229</td>
<td></td>
</tr>
<tr>
<td>Telephone relay, 69</td>
<td></td>
</tr>
<tr>
<td>Telephones, 68</td>
<td></td>
</tr>
<tr>
<td>Ten, 16-117</td>
<td></td>
</tr>
<tr>
<td>Tens, counting by, 23</td>
<td></td>
</tr>
<tr>
<td>Three-body problem, 46</td>
<td></td>
</tr>
<tr>
<td>Timing, 142</td>
<td></td>
</tr>
<tr>
<td>Toggle switches, 67</td>
<td></td>
</tr>
<tr>
<td>Toggling, 147</td>
<td></td>
</tr>
<tr>
<td>Transfer of control, 183</td>
<td></td>
</tr>
<tr>
<td>Transistors, 83-84</td>
<td></td>
</tr>
<tr>
<td>Transition rules, 191</td>
<td></td>
</tr>
<tr>
<td>Truth-values, 102</td>
<td></td>
</tr>
</tbody>
</table>

| Tube, vacuum, 69            |      |
| Turing, Alan, 190, 230      |      |
| Turing machines, 191-192    |      |
| Two, powers of, 118         |      |
| "Two's complement" method, 122|      |
| Type-setter, automated, 54  |      |
| Unconditional branching statement, 215 |      |
| Universal Turing machine, 192|      |
| Vacuum tube, 69             |      |
| Variables, 210              |      |
| numerical, 210-211          |      |
| Very large-scale integration (VLSI), 84 |      |
| von Neumann, John, 77, 193  |      |
| Wiener, Norbert, 241        |      |
| Word processing, 225        |      |
| Words, 8                    |      |
| World War II, 72            |      |
| Writing, 21-22              |      |
| Chinese, 22                 |      |
| Written zero, 37-38         |      |
| Zero, 27-28                 |      |
| written, 37-38              |      |
| Zuse, Konrad, 71            |      |